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Yolo Real-time Image Recognition

• Object granularity at class 
level
• Identify group density via 

bounding box overlap
• Specificity beyond out-of-the-

box classes requires significant 
training
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Source: [1] prosthetic knowledge @ tumblr.com



Individual Face Recognition

• Each individual is now a class
• Requires large amount of class 

instance data 
• Training data explodes with 

number of faces to be detected
• Photos of individual at various 

angles
• Not appropriate for time-

sensitive search and rescue ops
• Unknown faces detected introduce 

uncertainty in recognizing known 
faces
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Source: [2] Adrian Rosebrock



Parse Clothing in Scene

[3] Clothing Parser

• Too computationally expensive for real-
time decision analysis
• State of the art industry parsers run 

somewhere on order of 5-10 seconds per 
image

• Bottleneck in the segmentation 
algorithm

• Large memory footprint
• 2-3 GB for parser
• 5-7 GB to train pose estimator

• Can be extremely useful for explainability
or augmenting proposed system decisions

21 June 2018 Aviation 2018 4

Source: [3] Kota Yamaguchi et al.



Mental Imagery in Humans

• Studies using fMRI have shown that the lateral geniculate 
nucleus and the V1 area of the visual cortex are activated during 
mental imagery tasks [4]
• [4] found that focusing attention on features of the imagined faces 

(e.g., eyes, lips, or nose) resulted in increased activation in the right 
intraparietal sulcus (IPS) and the right inferior frontal gyrus (IFG)

• Results in [4] suggest differential effects of memory and attention 
during the generation and maintenance of mental images of faces

• Representational Form
• Dual Code Theory

• Analogue codes
• Symbolic codes

• Propositional Theory
• Stored as propositions rather than as images

• The Functional-equivalency Hypothesis
• Model of object/concept is stored exactly as it is perceived
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Source: [5] Claus Lamm et al.

https://en.wikipedia.org/wiki/Visual_cortex


Object Visualization

• Results in [7] show object visualization 
skills grow with age, indicating link 
between object visualization, memory, 
and learned representations of objects

• [8] shows a positive link between object 
visualization and vocabulary acquisition

• [9] shows that individuals with higher 
ability to visualize objects recognize 
objects at lower resolution than those 
with less ability

• [10] shows that visualizing tasks help 
students gain the motor skills 
associated with the task at higher rates 
than those who don’t
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Source: [6] Maria Kozhevnikov et al.



Proposed System

21 June 2018 Aviation 2018 7



Imaginative Module

• Natural language to image generative 
network
• Generates pixel-space 

representation of human described 
object

• Surrogate for mental imagery via 
functional-equivalency hypothesis

• Attention mechanisms are key to 
proper NL-image generation
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Imaginative Module cont’d
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• AttnGAN [11] system diagram  – Top
• Attention Mechanism [12]        – Right

• Iterate over the input in discrete timesteps 
• Learning a context vector for each timestep instead of encoding a single fixed-length context 

vector over the entire input
• This context vector allows the model to learn where to attend based on the input data current 

to its respective timestep 

Source: [11] Tao Xu et al.

Source: [12] Pranoy Radhakrishnan.



Encoded Similarity Module

• Tasked with converting target and 
observed image pairs to their 
respective feature vectors via a pre-
trained model
• Disentangled variational 

autoencoder
• Last layer in Generator in GAN

• Cosine similarity metric
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Source: [12] William Jones et al.

Source: [13]  Joe Marino.



Explainability Mock-up
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Preliminary Findings

• Good results rely on two main 
characteristics in the training data
• Description Context
• Localization of object

• CUB data 
• Object specific descriptions with 

little regard to other information in 
image

• Bounding box meta-data for the 
bird being described
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Preliminary Findings

• COCO dataset
• Descriptions contain information 

holistic to the image
• Low object specificity

• Segmentation masking meta-data 
available
• AttnGAN does not exploit this
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Preliminary Findings

• Reconstruction from ground truth
• Shows highly accurate but imperfect 

recall
• Generalization of distribution high on 

both datasets
• High class stratification in COCO 

dataset contributes to low spatial 
learning
• Subset of COCO

• only images containing people
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Preliminary Findings

• People subset
• Some images contain people but subject is some other object
• Descriptions either not related to the people in the image (left) or relating to person not well represented in image (right)
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Future Considerations
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Future Considerations
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Future Considerations
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Distributed Deep RL in Unity

29 November 2018

• Uses Unity ML Librarys
• State Space

• 37 Dimensional Continuous Data
• Agent Velocity
• Ray Traces to objects in agent’s 

forward path
• Action Space

• 4 Dimensional Discrete Data
• 0 – Forward
• 1 – Backward
• 2 – Left
• 3 – Right

• Rewards
• + 1 for each Yellow Banana
• - 1 for each Blue Banana

• Goal
• Learn to navigate

• Avoid blue bananas
• Collect yellow bananas

• Solved when agent gets average 
score of 13 over 100 episodes



Deep Reinforcement Learning for Continuous 
Control in Autonomous Systems

21 June 2018 Aviation 2018 20

credit: Aurick Zhou
Berkeley Artificial Intelligence Research

credit: pVoodoo
Deep Reinforcement for Trading? NOPE! - Blogspot



Distributed Deep RL in Unity

29 November 2018

Architecture Episodes Wall Time (minutes)

Single GPU 1800 35

Heterogenous 624 18

Homogenous 482 10



Deep RL in Continuous Action Space using 
only Pixels

29 November 2018

• State Space
• 84 x 84 pixels

• Action Space
• Continuous

• 0 in center of player side
• + pixels – Up
• - pixels – Down 

• Rewards
• + 1 for each win
• - 1 for each loss

• Goal
• 21 points

After 500 Episodes After 2500 Episodes



Questions?
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