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Binary power #1:

Can use binaries to image planets
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Fig. 7. Left: NaCo-LP mean detection probability map (⟨pj⟩) as a function of the mass and semi-major axis. Right: mean probability curves for
different masses (1, 3, 5, 7, 10, 15, and 20 MJup) as a function of the semi-major axis.

HIP 76829 (HD 139664; Kalas et al. 2006). No clear detection
was obtained with our ADI analysis.

6. Statistical analysis

6.1. Sample definition

To define a meaningful sample for the statistical analysis of
the survey, we first removed all visual and spectroscopic bi-
naries from the sample of 76 stars observed in ADI. It in-
cludes the six visual multiple systems observed in that mode
(TYC 0603-0461-1, TYC 7835-2569-1, HD 8049, HIP 8290,
TYC 8927-3620-1 and TYC 8989-0583-1), and seven new spec-
troscopic binaries unknown at the time of our sample selection.
We have then selected two sub-samples:

– the full-stat sample of 63 stars that includes all single
stars observed in ADI with detection sensitivities down to
planetary masses for physical separations ranging from 10
to 2000 AU. The status of all the candidates detected in these
fields have, however, not been fully completed, although a
large majority are expected to be stationary background con-
taminants. This sample gives an estimation of the ultimate
performances of the survey in terms of masses and physical
separations, when the candidate status identification will be
complete, which is probably with SPHERE in the forthcom-
ing years;

– the complete-stat sample of 51 stars has been restrained to
all systems for which the candidate status identification up
to 300 AU was complete. This includes cases with no com-
panion candidates detected or with companion candidates
properly identified thanks to our follow-up observations as
stationary background sources or comoving companions. In
the case of follow-up observations with variable detection
performances from one epoch to another (therefore with pos-
sible undefined faint sources due to the lack of redetection),
only the worst detection limit was considered. These selec-
tion criteria offered us a meaningful sample at the end for
which the detection and the status identification of the can-
didates was complete.

6.2. Survey detection probability

To correct for the projection effect from the observations, we
then ran a set of Monte-Carlo simulations using an optimized

version of the MESS code (Bonavita et al. 2012). For the full-stat
sample, the code generates a uniform grid of mass (with a sam-
pling of 0.5 MJup in the [1, 75] MJup interval), and semi-major
axis (with a sampling of 1 AU between 1 and 1000 AU, and 2 AU
between 1000 and 2000 AU for the [1, 2000] AU interval). For
the complete-stat sample, the uniform grid is generated in the
semi-major axis ranges between [1, 300] AU with a sampling
of 1 AU. For each point in the grid, 100 orbits were generated
and randomly oriented in space from uniform distributions in
sin(i), ω,Ω, e ≤ 0.8, and Tp. The on-sky projected position (sep-
aration and position angle) at the time of the observation is then
computed for each orbit and compared to our 5σ 2D-detection
maps to determine the individual detection probability (p j) of
planets around each star. The average of all individual detection
limits gives us the typical mean detection probability (⟨p j⟩) of
the NaCo-LP to the planet and BD companion population. The
results for the full-stat and complete-stat samples are shown in
Figs. 7 and 8 top) respectively. The detection probabilities in
both cases do not significantly differ at less than 300 AU. Most
companions more massive than 20 MJup with a semi-major axis
between 70 and 200 AU should have been detected during our
survey. We are 50% sensitive to massive (≥10 MJup) planets and
brown dwarfs with a semi-major axis between 60 and 400 AU.
Finally, the detection of giant planets as light as 5 MJup be-
tween 50–800 AU is only possible for 10% of the stars observed.
The relatively small number of very young stars (see Fig. 1) is
responsible for this limited sensitivity to light giant planets.

6.3. Giant planet occurrence at wide orbits

To derive the occurrence of giant planets and brown dwarfs in
our survey, we only considered the complete-stat sample with a
complete census of the candidates status within 300 AU. As no
planetary mass or brown dwarf companions were detected, we
considered here a null-detection result. We then used the mean
detection probability (⟨p j⟩) to derive the giant planet and brown
dwarf occurrence upper limit ( fmax) that is compatible with the
survey detection limits. The probability of planet detection for a
survey of N stars is described by a binomial distribution, given a
success probability f p j with f as the fraction of stars with plan-
ets. The parameter p j is the individual detection probability of
detecting a planet if it is present around the star j and computed
previously. Assuming that the number of expected detected plan-
ets is small compared to the number of stars observed, the bino-
mial distribution can be approximated by a Poisson distribution
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Fig. 7. Left: NaCo-LP mean detection probability map (⟨pj⟩) as a function of the mass and semi-major axis. Right: mean probability curves for
different masses (1, 3, 5, 7, 10, 15, and 20 MJup) as a function of the semi-major axis.

HIP 76829 (HD 139664; Kalas et al. 2006). No clear detection
was obtained with our ADI analysis.

6. Statistical analysis

6.1. Sample definition

To define a meaningful sample for the statistical analysis of
the survey, we first removed all visual and spectroscopic bi-
naries from the sample of 76 stars observed in ADI. It in-
cludes the six visual multiple systems observed in that mode
(TYC 0603-0461-1, TYC 7835-2569-1, HD 8049, HIP 8290,
TYC 8927-3620-1 and TYC 8989-0583-1), and seven new spec-
troscopic binaries unknown at the time of our sample selection.
We have then selected two sub-samples:

– the full-stat sample of 63 stars that includes all single
stars observed in ADI with detection sensitivities down to
planetary masses for physical separations ranging from 10
to 2000 AU. The status of all the candidates detected in these
fields have, however, not been fully completed, although a
large majority are expected to be stationary background con-
taminants. This sample gives an estimation of the ultimate
performances of the survey in terms of masses and physical
separations, when the candidate status identification will be
complete, which is probably with SPHERE in the forthcom-
ing years;

– the complete-stat sample of 51 stars has been restrained to
all systems for which the candidate status identification up
to 300 AU was complete. This includes cases with no com-
panion candidates detected or with companion candidates
properly identified thanks to our follow-up observations as
stationary background sources or comoving companions. In
the case of follow-up observations with variable detection
performances from one epoch to another (therefore with pos-
sible undefined faint sources due to the lack of redetection),
only the worst detection limit was considered. These selec-
tion criteria offered us a meaningful sample at the end for
which the detection and the status identification of the can-
didates was complete.

6.2. Survey detection probability

To correct for the projection effect from the observations, we
then ran a set of Monte-Carlo simulations using an optimized

version of the MESS code (Bonavita et al. 2012). For the full-stat
sample, the code generates a uniform grid of mass (with a sam-
pling of 0.5 MJup in the [1, 75] MJup interval), and semi-major
axis (with a sampling of 1 AU between 1 and 1000 AU, and 2 AU
between 1000 and 2000 AU for the [1, 2000] AU interval). For
the complete-stat sample, the uniform grid is generated in the
semi-major axis ranges between [1, 300] AU with a sampling
of 1 AU. For each point in the grid, 100 orbits were generated
and randomly oriented in space from uniform distributions in
sin(i), ω,Ω, e ≤ 0.8, and Tp. The on-sky projected position (sep-
aration and position angle) at the time of the observation is then
computed for each orbit and compared to our 5σ 2D-detection
maps to determine the individual detection probability (p j) of
planets around each star. The average of all individual detection
limits gives us the typical mean detection probability (⟨p j⟩) of
the NaCo-LP to the planet and BD companion population. The
results for the full-stat and complete-stat samples are shown in
Figs. 7 and 8 top) respectively. The detection probabilities in
both cases do not significantly differ at less than 300 AU. Most
companions more massive than 20 MJup with a semi-major axis
between 70 and 200 AU should have been detected during our
survey. We are 50% sensitive to massive (≥10 MJup) planets and
brown dwarfs with a semi-major axis between 60 and 400 AU.
Finally, the detection of giant planets as light as 5 MJup be-
tween 50–800 AU is only possible for 10% of the stars observed.
The relatively small number of very young stars (see Fig. 1) is
responsible for this limited sensitivity to light giant planets.

6.3. Giant planet occurrence at wide orbits

To derive the occurrence of giant planets and brown dwarfs in
our survey, we only considered the complete-stat sample with a
complete census of the candidates status within 300 AU. As no
planetary mass or brown dwarf companions were detected, we
considered here a null-detection result. We then used the mean
detection probability (⟨p j⟩) to derive the giant planet and brown
dwarf occurrence upper limit ( fmax) that is compatible with the
survey detection limits. The probability of planet detection for a
survey of N stars is described by a binomial distribution, given a
success probability f p j with f as the fraction of stars with plan-
ets. The parameter p j is the individual detection probability of
detecting a planet if it is present around the star j and computed
previously. Assuming that the number of expected detected plan-
ets is small compared to the number of stars observed, the bino-
mial distribution can be approximated by a Poisson distribution
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1. Time is the enemy 
2. Self-subtraction 
3. Self-subtraction gets worse closer to star (where 

planets live)

Solutions?
1. A reference PSF that doesn’t contain any planet flux  
2. A reference PSF that is identical to the target PSF
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VisAO: diffraction-limited,  
0.5-1 µm 

Clio-2: diffraction-limited,1-5 µm, 
low-res spectroscopy 
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New way to image planets: 
“Binary Differential Imaging” = BDI

4 Rodigas et al.

(a) (b)

Fig. 1.— The HD 37551 binary imaged at [3.9]. (a). Median-combination of all the Star A images. (b) The same, but for the Star B
images. Despite the brightness difference between the two stars and the 4′′ separation, the PSFs are nearly identical. However, some small
differences are evident that will increase the BDI PSF subtraction noise (σi).

this latter (no mean subtraction) method for our nomi-
nal BDI data reduction.
As with ADI, the number of PCA modes was again a

free parameter. We found that while increasing the num-
ber of modes did increase the signal-to-noise (S/N) of re-
covered artificial companions, the increase was marginal
and at the expense of computation time. Therefore we
settled on 10 (out of 189) modes, which was a good com-
promise between recovered S/N and efficiency. As in the
ADI reduction, we rotated the PSF-subtracted images
by their PAs to obtain North-up, East-left and median-
combined them. No bright off-axis companions were de-
tected in the final BDI image, in agreement with ADI.

4. ADI VS. BDI: COMPARING CONTRAST LIMITS

Fig. 2 shows that ADI achieves better PSF subtraction
than BDI, in terms of PSF residuals. This tells us that
the binary PSFs are not identical and are more dissimilar
than the PSFs of a star imaged ∼ a few minutes apart
(the ADI case). In other words, referring back to Section
2, σi > σk. Nonetheless, because BDI does not attenuate
companion signal, it still has the potential to yield higher
S/N detections of planets than ADI.
To fully test this possibility, we compared the overall

contrast limits achieved by ADI and BDI. We accom-
plished this using a thorough Monte Carlo approach,
similar to the one employed in Rodigas et al. (2015),
whereby a single artificial planet with a random contrast
(∆m) at a random separation (r) and position angle (θ)
is repeatedly inserted into the raw data and recovered
using both ADI and BDI. We inserted and recovered a
total of 10,000 artificial planets, which were flux-scaled
replicas of the Star A PSF. The allowed parameter ranges
were r ∈ [0.′′15, 1.′′55], θ ∈ [0, 2π), ∆m ∈ [5, 9]. Fig. 3
shows examples of artificial planets recovered by both
BDI and ADI.
We computed the S/Ns of the recovered artificial plan-

ets using the updated definition of S/N fromMawet et al.
(2014), which is appropriate for speckle-dominated re-
gions close to the star. As in Rodigas et al. (2015), we
constructed contrast “maps” for both the ADI-recovered

and BDI-recovered planets. We binned (mean) the S/N
values in 0.′′1 × 0.25 mag boxes. Fig. 4 shows the con-
trast maps for ADI and BDI.
In general, the contrast maps show that BDI detects

planets at higher S/N than ADI, especially at close sep-
arations (r < 1′′). Fig. 5a shows the (binned) percent
improvement of BDI over ADI at each location in the
contrast maps. The S/N of planets recovered by BDI
is up to several hundred percent greater than the same
planets recovered by ADI, with the largest gains at close
separations.
We can also construct “conventional” 5σ contrast

curves. Using our contrast maps (Fig. 4), at each con-
trast level we interpolated the S/N values to find the
separation at which S/N = 5 for both BDI and ADI.
The contrast curves are shown in Fig. 5b. BDI achieves
better contrast interior to 0.′′5 by up to ∼ half a magni-
tude. At r >0.′′5, BDI and ADI perform equally well. In
terms of planet masses, using the CONDmass-luminosity
evolutionary tracks (Baraffe et al. 2003) for a 120 Myr
old star, a half magnitude improvement translates into
∼ 1 Jupiter mass improvement in sensitivity for BDI over
ADI.

5. DISCUSSION

5.1. The Technical Case for BDI

We have shown with 3.9 µm MagAO/Clio-2 imaging
data that BDI is a potentially superior imaging technique
when compared to ADI, especially at close separations.
In addition to the increased sensitivity to fainter planets
closer to their host stars, BDI offers two unique advan-
tages.
First, PA rotation is no longer a concern with BDI.

Instead, integration is the main requirement. This is a
major improvement over ADI, where stars must typically
be imaged through transit to maximize sky rotation over
short periods of time. However, even this is an optimistic
case, as PA rotations are often reported to be < 30◦ in
exoplanet imaging studies, limiting the detectability and
S/N of planets at close separations. For BDI, the only

Visual binaries are nature’s home-grown solution

Rodigas et al., 2015b



Is BDI actually better?  
Testing 1 fake planet

As a first attempt at probing planet formation and evolution
in wide binaries, we are conducting a BDI survey for young
exoplanets in visual binaries using MagAO/Clio-2. To
minimize noise (e.g., Section 2), we have selected binaries
that have comparable brightnesses in the NIR (Δm 2).11

Their projected separations are between ∼2″–10″ such that
they lie within the isoplanatic patch at 4 μm, their PSFs do not
overlap, and they fit on the Clio-2 detector (size 9″×15″). The
primary component of each binary has V  15 so that the AO
system can lock. The binaries are young (500 Myr) and close
to Earth (150 pc). Based on these constraints, the survey

sample consists of ∼140 binaries (280 total stars) in young
associations in the southern hemisphere.

5.1.1. Potential Space-based BDI Survey

BDI is not limited to ground-based telescopes with AO. The
JWST NIRCam instrument will offer space-based NIR imaging
with a large 2 2 FOV. This opens up the possibility of imaging
very wide binaries—or even single stars that happen to be close
to other field stars—greatly expanding the potential survey size.
Furthermore the similarity of two simultaneously imaged PSFs
should be limited by the (likely small) variations in the detector
(like distortion) rather than the atmosphere/AO correction.
The number of possible survey stars would be restricted by

the saturation of the NIRcam detector and the amount of PSF
overlap. Using the JWST NIRcam PSF simulator (webbpsf12),

Figure 3. Examples of inserted and recovered artificial companions. (a)–(b): ADI- and BDI-recovered Δ m = 6 planets at r = 1 25 and θ = 95°. (c)–(d): The same,
but at r = 0 5 and θ = 240°. In both cases, the S/Ns of the BDI-recovered planets are higher than in the ADI case. It is also evident that the BDI images contain
significant residuals very close to the star, unlike the ADI images. This indicates that the binary PSFs were not perfectly identical. Nonetheless, BDI still outperforms
ADI at small separations because ADI significantly attenuates companion flux.

11 This is not a strict requirement. As described in Section 2, a larger
brightness ratio means that the noise will be smaller when the brighter star is
subtracted from the fainter one, but it will also be larger in the opposite case.
This essentially reduces the efficiency of the survey because sensitivity is better
for one star and worse for the other. 12 http://www.stsci.edu/jwst/software/webbpsf
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in the absence of noise 98% of the PSF flux is contained with
∼5″. Therefore stars with separations between ∼5″–60″ could
be observed. Assuming bright stars (V < 6) saturate the
detector, there are conceivably ∼several hundred young visual
binaries and young single stars (located close to other field
stars) that could constitute a deep and powerful exoplanet
imaging survey.

5.2. Limitations

Here we discuss possible limitations of our study and the
BDI technique. First, we tested the ADI/BDI comparison as a
function of achieved sky rotation, since ADI works better with
larger rotations. We divided the data in half (94 images in the
first half, 95 in the second half). The PA changed by a total of
∼10° in each half, and the total integration time for each half
was ∼15 minutes. We injected and recovered artificial planets
(as in Section 4) and compared the recovered S/Ns to the S/Ns
achieved using the entire data set (full rotation and integration).
We found that while the S/Ns of ADI-recovered planets
increased with more rotation, the S/Ns of BDI-recovered
planets increased by similar (or larger) amounts. This is
because BDI is essentially integration-limited, rather than
rotation-limited, so doubling the integration time invariably
increases the contrast. Furthermore, increased sky rotation also
benefits BDI by azimuthally smearing out residuals (Marois
et al. 2006).

Second, we tested the use of a rotation threshold in the ADI
data reduction. This would be expected to reduce companion
self-subtraction and thereby possibly increase companion S/N;
however, this would also mean that σk, the noise from speckles
in PSF subtraction, would be larger due to the increased
dissimilarity between the target and reference PSFs. Therefore
it is not obvious that the overall S/N should increase. To test
this, we inserted 1000 artificial planets (as in Section 4) and
recovered them with BDI and ADI. However, in the ADI case,
for each image we required that the PSF be constructed from

images that had rotated by at least 1 FWHM at the companion’s
location. We found that the inclusion of a rotation threshold did
not significantly increase the ADI-recovered companion S/N.
Third, we tested the combination of ADI and BDI in the data

reduction to potentially increase detection sensitivity. Using
our MagAO data, we tried running BDI first, then ADI, and
vice versa (with ADI on each star). We also tested making all
images (Star A and Star B) available for PSF reconstruction, as
well as the same but with a rotation threshold on the Star A
images. Overall, achieved contrast was not improved compared
to BDI alone. However, in other cases (different brightness
ratios and/or binary separations), an ADI+BDI combination
may prove more useful than either technique alone.
A limitation of BDI (that ADI is not affected by) is the

possibility of companion flux attenuation by planets around the
other star. For example, if both stars have planets at similar
separations and position angles, then the flux of each will be
attenuated by the other. However, even if two planets have
identical brightnesses, the final fluxes will only be partially
attenuated because each planet’s flux is smeared out by PA
rotation during the observations. Furthermore, assuming no
preference for planet locations in an image, the chances of two
planets being at the same locations around two stars are ∼2% at
0 15 and much smaller farther out.
Finally, it should be noted that coronagraphs, which have

become increasingly utilized in exoplanet imaging efforts,
cannot be used in BDI. Specifically, coronagraphs in the image
plane cannot be used. This limits the sensitivity of any BDI
survey. However, it would be possible to use the apodizing
phase plate (APP, Kenworthy et al. 2007; Snik et al. 2012;
Otten et al. 2014), a pupil-plane “coronagraph” that offers
improved contrast close to the star. Because the device sits in
the instrument pupil plane, it affects all stars imaged on the
detector. MagAO/Clio-2 already has several APPs installed,
which can be used to further increase planet detection
sensitivity with BDI.

Figure 4. (a): 5σ contrast for artificial planets recovered by ADI and BDI. The green points denote planets that were detected at S/N � 5 by ADI, while the blue points
(most of which are hidden by the green points) denote those that were detected by BDI. BDI generally detects planets closer to the star than ADI and is ∼0.5 mag
better in terms of contrast within ∼1″. (b): Binned contrast map showing the frequency of successful detections by BDI compared to ADI. Yellow squares contain
more S/N � 5 detections by BDI than ADI, and vice versa for the blue squares. Green squares contain equal numbers of detections by both methods. BDI tends to
perform better closer to the star than ADI.
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in the absence of noise 98% of the PSF flux is contained with
∼5″. Therefore stars with separations between ∼5″–60″ could
be observed. Assuming bright stars (V < 6) saturate the
detector, there are conceivably ∼several hundred young visual
binaries and young single stars (located close to other field
stars) that could constitute a deep and powerful exoplanet
imaging survey.

5.2. Limitations

Here we discuss possible limitations of our study and the
BDI technique. First, we tested the ADI/BDI comparison as a
function of achieved sky rotation, since ADI works better with
larger rotations. We divided the data in half (94 images in the
first half, 95 in the second half). The PA changed by a total of
∼10° in each half, and the total integration time for each half
was ∼15 minutes. We injected and recovered artificial planets
(as in Section 4) and compared the recovered S/Ns to the S/Ns
achieved using the entire data set (full rotation and integration).
We found that while the S/Ns of ADI-recovered planets
increased with more rotation, the S/Ns of BDI-recovered
planets increased by similar (or larger) amounts. This is
because BDI is essentially integration-limited, rather than
rotation-limited, so doubling the integration time invariably
increases the contrast. Furthermore, increased sky rotation also
benefits BDI by azimuthally smearing out residuals (Marois
et al. 2006).

Second, we tested the use of a rotation threshold in the ADI
data reduction. This would be expected to reduce companion
self-subtraction and thereby possibly increase companion S/N;
however, this would also mean that σk, the noise from speckles
in PSF subtraction, would be larger due to the increased
dissimilarity between the target and reference PSFs. Therefore
it is not obvious that the overall S/N should increase. To test
this, we inserted 1000 artificial planets (as in Section 4) and
recovered them with BDI and ADI. However, in the ADI case,
for each image we required that the PSF be constructed from

images that had rotated by at least 1 FWHM at the companion’s
location. We found that the inclusion of a rotation threshold did
not significantly increase the ADI-recovered companion S/N.
Third, we tested the combination of ADI and BDI in the data

reduction to potentially increase detection sensitivity. Using
our MagAO data, we tried running BDI first, then ADI, and
vice versa (with ADI on each star). We also tested making all
images (Star A and Star B) available for PSF reconstruction, as
well as the same but with a rotation threshold on the Star A
images. Overall, achieved contrast was not improved compared
to BDI alone. However, in other cases (different brightness
ratios and/or binary separations), an ADI+BDI combination
may prove more useful than either technique alone.
A limitation of BDI (that ADI is not affected by) is the

possibility of companion flux attenuation by planets around the
other star. For example, if both stars have planets at similar
separations and position angles, then the flux of each will be
attenuated by the other. However, even if two planets have
identical brightnesses, the final fluxes will only be partially
attenuated because each planet’s flux is smeared out by PA
rotation during the observations. Furthermore, assuming no
preference for planet locations in an image, the chances of two
planets being at the same locations around two stars are ∼2% at
0 15 and much smaller farther out.
Finally, it should be noted that coronagraphs, which have

become increasingly utilized in exoplanet imaging efforts,
cannot be used in BDI. Specifically, coronagraphs in the image
plane cannot be used. This limits the sensitivity of any BDI
survey. However, it would be possible to use the apodizing
phase plate (APP, Kenworthy et al. 2007; Snik et al. 2012;
Otten et al. 2014), a pupil-plane “coronagraph” that offers
improved contrast close to the star. Because the device sits in
the instrument pupil plane, it affects all stars imaged on the
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Figure 4. (a): 5σ contrast for artificial planets recovered by ADI and BDI. The green points denote planets that were detected at S/N � 5 by ADI, while the blue points
(most of which are hidden by the green points) denote those that were detected by BDI. BDI generally detects planets closer to the star than ADI and is ∼0.5 mag
better in terms of contrast within ∼1″. (b): Binned contrast map showing the frequency of successful detections by BDI compared to ADI. Yellow squares contain
more S/N � 5 detections by BDI than ADI, and vice versa for the blue squares. Green squares contain equal numbers of detections by both methods. BDI tends to
perform better closer to the star than ADI.

7

The Astrophysical Journal, 811:157 (8pp), 2015 October 1 Rodigas et al.10,000 fake (random) planets

Rodigas et al., 2015b
BDI detects fainter planets closer to the star



in the absence of noise 98% of the PSF flux is contained with
∼5″. Therefore stars with separations between ∼5″–60″ could
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binaries and young single stars (located close to other field
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larger rotations. We divided the data in half (94 images in the
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detector, there are conceivably ∼several hundred young visual
binaries and young single stars (located close to other field
stars) that could constitute a deep and powerful exoplanet
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Here we discuss possible limitations of our study and the
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function of achieved sky rotation, since ADI works better with
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for each image we required that the PSF be constructed from
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location. We found that the inclusion of a rotation threshold did
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reduction to potentially increase detection sensitivity. Using
our MagAO data, we tried running BDI first, then ADI, and
vice versa (with ADI on each star). We also tested making all
images (Star A and Star B) available for PSF reconstruction, as
well as the same but with a rotation threshold on the Star A
images. Overall, achieved contrast was not improved compared
to BDI alone. However, in other cases (different brightness
ratios and/or binary separations), an ADI+BDI combination
may prove more useful than either technique alone.
A limitation of BDI (that ADI is not affected by) is the

possibility of companion flux attenuation by planets around the
other star. For example, if both stars have planets at similar
separations and position angles, then the flux of each will be
attenuated by the other. However, even if two planets have
identical brightnesses, the final fluxes will only be partially
attenuated because each planet’s flux is smeared out by PA
rotation during the observations. Furthermore, assuming no
preference for planet locations in an image, the chances of two
planets being at the same locations around two stars are ∼2% at
0 15 and much smaller farther out.
Finally, it should be noted that coronagraphs, which have

become increasingly utilized in exoplanet imaging efforts,
cannot be used in BDI. Specifically, coronagraphs in the image
plane cannot be used. This limits the sensitivity of any BDI
survey. However, it would be possible to use the apodizing
phase plate (APP, Kenworthy et al. 2007; Snik et al. 2012;
Otten et al. 2014), a pupil-plane “coronagraph” that offers
improved contrast close to the star. Because the device sits in
the instrument pupil plane, it affects all stars imaged on the
detector. MagAO/Clio-2 already has several APPs installed,
which can be used to further increase planet detection
sensitivity with BDI.
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be observed. Assuming bright stars (V < 6) saturate the
detector, there are conceivably ∼several hundred young visual
binaries and young single stars (located close to other field
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larger rotations. We divided the data in half (94 images in the
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rotation-limited, so doubling the integration time invariably
increases the contrast. Furthermore, increased sky rotation also
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self-subtraction and thereby possibly increase companion S/N;
however, this would also mean that σk, the noise from speckles
in PSF subtraction, would be larger due to the increased
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it is not obvious that the overall S/N should increase. To test
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to BDI alone. However, in other cases (different brightness
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however, this would also mean that σk, the noise from speckles
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vice versa (with ADI on each star). We also tested making all
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well as the same but with a rotation threshold on the Star A
images. Overall, achieved contrast was not improved compared
to BDI alone. However, in other cases (different brightness
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attenuated by the other. However, even if two planets have
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Future applications of BDI
- WFIRST? probably not (fixed coronagraph?)
- JWST? Yes!

- NIRCam 
- huge FOV (2’) ➞ can fit wide binaries 
- NO ATMOSPHERE! ➞ ultra-stable PSF 
- big primary, long wavelengths

- HDST? Sure! 
- As long as coronagraph is removable, BDI can 

be employed

- Ground-based? Definitely 
- right now: MagAO (current survey), LBT 
- future: GMT, TMT, E-ELT
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My dream for LUVOIR…
- A WIDEEEEE field of view imager that doesn’t 

saturate easily, minimal field distortion

- Or…even better: 
- Forget about binaries, just look at single stars, 

but use a special type of coronagraph: the 
vector apodizing phase plate

- With vAPP, can achieve 
true simultaneous 
differential imaging and 
improve contrast close to 
star…+ no need for 
rotation, no need for 
reference PSF!

See papers by Snik and Kenworthy



Binary power #2:

Can use binaries to learn about hidden planets



RV | Direct Imaging

• close-in planets (a < 5 AU) 

• old, quiet stars 

• minimum planet mass 

• period and eccentricity

• long-period planets (a > 5 AU) 

• young, active stars 

• model-dependent true mass 

• all orbital elements over time

RV & direct imaging are complimentary!



Directly detecting long-term trends
The Astrophysical Journal, 781:29 (6pp), 2014 January 20 Crepp et al.
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HD 19467

Figure 1. Relative RV measurements of HD 19467. We have directly imaged
the substellar companion responsible for the long-term Doppler acceleration.

Table 1
(Top) Coordinates, Apparent Magnitudes, Distance,

and Proper Motion of HD 19467

HD 19467 Properties

Right ascension (J2000) 03 07 18.57
Declination (J2000) −13 45 42.42
B 7.65
V 7.00
J 5.801 ± 0.020
H 5.447 ± 0.036
Ks 5.401 ± 0.026
d (pc) 30.86 ± 0.60
µα (mas yr−1) −7.81 ± 0.63
µδ (mas yr−1) −260.77 ± 0.71

Mass (M⊙) 0.95 ± 0.02
Radius (R⊙) 1.15 ± 0.03
Luminosity (L⊙) 1.34 ± 0.08
log R′

HK −4.98 ± 0.01
Gyro age (Gyr) 4.3+1.0

−1.2
SME age (Gyr) 9 ± 1
(Fe/H) −0.15 ± 0.02
log g (cm s−2) 4.40 ± 0.06
Teff (K) 5680 ± 40
Spectral type G3V
v sin i (km s−1) 1.6 ± 0.5

Notes. Magnitudes are from the Two Micron All-
Sky Survey (2MASS) catalog of point sources (Cutri
et al. 2003; Skrutskie et al. 2006). The parallax-based
distance from Hipparcos uses the refined data re-
duction of van Leeuwen 2007. (Bottom) Host star
physical properties are estimated from SME using
HIRES template spectra and theoretical isochrones
(Valenti & Fischer 2005). We estimate a gyrochrono-
logical age based upon empirical relations incor-
porating B − V color and R′

HK value (Mamajek &
Hillenbrand 2008).

from the Summer 2004 HIRES detector upgrade which we in-
clude as a free parameter. A linear fit to the time series yields
an acceleration of −1.37 ± 0.09 m s−1 yr−1.

The RV time series also shows significant variations in ad-
dition to the systemic acceleration. Fourier analysis based on
data acquired through the year 2012 had previously identified
a periodic signal at ≈1.6 yr. However, three more recent obser-
vations reveal the ≈5 m s−1 signal to be spurious. The level of
astrophysical noise (jitter) nominally expected from this type
of main-sequence star is 2.4 ± 0.4 m s−1 given its log R′

HK
value and B − V color (Isaacson & Fischer 2010). Using Monte
Carlo techniques that randomly scramble measurements in the
Doppler time series, we find that residual RV scatter seen in

Table 2
Doppler RV Measurements for HD 19467

Date BJD RV Uncertainty
(UT) −2,450,000 (m s−1) (m s−1)

1996 Oct 9 366.013 15.85 1.47
1996 Dec 1 418.938 24.71 2.17
1997 Jan 13 461.838 29.22 1.30
1997 Sep 23 715.098 21.34 4.20
1997 Sep 24 716.106 20.57 4.31
1997 Dec 4 786.842 18.50 2.38
1997 Dec 4 786.855 22.63 1.51
1997 Dec 24 806.901 17.71 1.50
1998 Jan 24 837.743 9.40 1.41
1998 Jan 26 839.742 14.62 1.49
1998 Jul 17 1012.120 23.09 1.40
1998 Jul 18 1013.121 14.95 1.31
1998 Sep 13 1070.112 15.81 4.26
1998 Sep 16 1072.980 24.93 4.36
1998 Dec 24 1171.774 21.27 1.48
1999 Aug 19 1410.126 16.21 1.51
1999 Dec 31 1543.844 13.69 1.60
2000 Jan 8 1551.790 14.98 1.47
2000 Jan 9 1552.841 9.86 1.73
2000 Feb 8 1582.730 20.06 1.70
2000 Dec 4 1882.801 25.05 1.62
2000 Dec 22 1900.779 18.57 1.48
2001 Aug 12 2134.078 15.24 1.58
2001 Nov 29 2242.903 14.71 1.42
2002 Aug 29 2516.019 13.55 1.62
2002 Oct 28 2575.896 5.25 1.72
2003 Jul 14 2835.129 15.17 1.84
2003 Oct 13 2926.084 15.13 4.43

2004 Aug 22 3240.040 6.29 1.24
2005 Feb 26 3427.786 5.72 1.26
2006 Sep 5 3984.035 0.13 1.07
2011 Sep 2 5807.034 −7.30 1.15
2011 Sep 3 5808.104 −2.49 1.46
2011 Sep 4 5809.087 −1.44 1.18
2011 Dec 8 5903.778 3.46 1.43
2012 Aug 12 6152.110 −6.90 1.37
2012 Oct 9 6210.014 −5.92 1.43
2013 Aug 14 6519.084 −8.24 1.19
2013 Aug 25 6530.024 −10.85 1.15
2013 Sep 12 6548.034 −6.20 1.38

Figure 1 (when comparing a linear fit with two-body Keple-
rian orbital models) results in a false-alarm probability well
above the ≈1% threshold nominally used for Doppler discover-
ies (Marcy et al. 2005). We consider the additional signal to be
spurious and most likely caused by stellar activity, rather than
an exoplanet, although further measurements are warranted.

2.1.2. Star Properties

Stellar template spectra (non-iodine measurements) were
analyzed using the LTE spectral synthesis code Spectroscopy
Made Easy (SME) described in detail in Valenti & Piskunov
(1996) and Valenti & Fischer (2005). The estimated physical
properties of HD 19467 derived from spectral fitting are shown
in Table 1. HD 19467 is listed in the SIMBAD database as
an G1V star from medium resolution spectroscopy (Gray et al.
2006). We find a best-fitting spectral type of G3 using higher
resolution (R ≈ 55,000) spectroscopy and a luminosity class of
dwarf (V) as we discuss in what follows.

HD 19467 is a nearby field star not obviously associated with
any moving group or cluster. To facilitate our characterization
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Figure 1. Relative RV measurements of HD 19467. We have directly imaged
the substellar companion responsible for the long-term Doppler acceleration.

Table 1
(Top) Coordinates, Apparent Magnitudes, Distance,

and Proper Motion of HD 19467

HD 19467 Properties

Right ascension (J2000) 03 07 18.57
Declination (J2000) −13 45 42.42
B 7.65
V 7.00
J 5.801 ± 0.020
H 5.447 ± 0.036
Ks 5.401 ± 0.026
d (pc) 30.86 ± 0.60
µα (mas yr−1) −7.81 ± 0.63
µδ (mas yr−1) −260.77 ± 0.71

Mass (M⊙) 0.95 ± 0.02
Radius (R⊙) 1.15 ± 0.03
Luminosity (L⊙) 1.34 ± 0.08
log R′

HK −4.98 ± 0.01
Gyro age (Gyr) 4.3+1.0

−1.2
SME age (Gyr) 9 ± 1
(Fe/H) −0.15 ± 0.02
log g (cm s−2) 4.40 ± 0.06
Teff (K) 5680 ± 40
Spectral type G3V
v sin i (km s−1) 1.6 ± 0.5

Notes. Magnitudes are from the Two Micron All-
Sky Survey (2MASS) catalog of point sources (Cutri
et al. 2003; Skrutskie et al. 2006). The parallax-based
distance from Hipparcos uses the refined data re-
duction of van Leeuwen 2007. (Bottom) Host star
physical properties are estimated from SME using
HIRES template spectra and theoretical isochrones
(Valenti & Fischer 2005). We estimate a gyrochrono-
logical age based upon empirical relations incor-
porating B − V color and R′

HK value (Mamajek &
Hillenbrand 2008).

from the Summer 2004 HIRES detector upgrade which we in-
clude as a free parameter. A linear fit to the time series yields
an acceleration of −1.37 ± 0.09 m s−1 yr−1.

The RV time series also shows significant variations in ad-
dition to the systemic acceleration. Fourier analysis based on
data acquired through the year 2012 had previously identified
a periodic signal at ≈1.6 yr. However, three more recent obser-
vations reveal the ≈5 m s−1 signal to be spurious. The level of
astrophysical noise (jitter) nominally expected from this type
of main-sequence star is 2.4 ± 0.4 m s−1 given its log R′

HK
value and B − V color (Isaacson & Fischer 2010). Using Monte
Carlo techniques that randomly scramble measurements in the
Doppler time series, we find that residual RV scatter seen in

Table 2
Doppler RV Measurements for HD 19467

Date BJD RV Uncertainty
(UT) −2,450,000 (m s−1) (m s−1)

1996 Oct 9 366.013 15.85 1.47
1996 Dec 1 418.938 24.71 2.17
1997 Jan 13 461.838 29.22 1.30
1997 Sep 23 715.098 21.34 4.20
1997 Sep 24 716.106 20.57 4.31
1997 Dec 4 786.842 18.50 2.38
1997 Dec 4 786.855 22.63 1.51
1997 Dec 24 806.901 17.71 1.50
1998 Jan 24 837.743 9.40 1.41
1998 Jan 26 839.742 14.62 1.49
1998 Jul 17 1012.120 23.09 1.40
1998 Jul 18 1013.121 14.95 1.31
1998 Sep 13 1070.112 15.81 4.26
1998 Sep 16 1072.980 24.93 4.36
1998 Dec 24 1171.774 21.27 1.48
1999 Aug 19 1410.126 16.21 1.51
1999 Dec 31 1543.844 13.69 1.60
2000 Jan 8 1551.790 14.98 1.47
2000 Jan 9 1552.841 9.86 1.73
2000 Feb 8 1582.730 20.06 1.70
2000 Dec 4 1882.801 25.05 1.62
2000 Dec 22 1900.779 18.57 1.48
2001 Aug 12 2134.078 15.24 1.58
2001 Nov 29 2242.903 14.71 1.42
2002 Aug 29 2516.019 13.55 1.62
2002 Oct 28 2575.896 5.25 1.72
2003 Jul 14 2835.129 15.17 1.84
2003 Oct 13 2926.084 15.13 4.43

2004 Aug 22 3240.040 6.29 1.24
2005 Feb 26 3427.786 5.72 1.26
2006 Sep 5 3984.035 0.13 1.07
2011 Sep 2 5807.034 −7.30 1.15
2011 Sep 3 5808.104 −2.49 1.46
2011 Sep 4 5809.087 −1.44 1.18
2011 Dec 8 5903.778 3.46 1.43
2012 Aug 12 6152.110 −6.90 1.37
2012 Oct 9 6210.014 −5.92 1.43
2013 Aug 14 6519.084 −8.24 1.19
2013 Aug 25 6530.024 −10.85 1.15
2013 Sep 12 6548.034 −6.20 1.38

Figure 1 (when comparing a linear fit with two-body Keple-
rian orbital models) results in a false-alarm probability well
above the ≈1% threshold nominally used for Doppler discover-
ies (Marcy et al. 2005). We consider the additional signal to be
spurious and most likely caused by stellar activity, rather than
an exoplanet, although further measurements are warranted.

2.1.2. Star Properties

Stellar template spectra (non-iodine measurements) were
analyzed using the LTE spectral synthesis code Spectroscopy
Made Easy (SME) described in detail in Valenti & Piskunov
(1996) and Valenti & Fischer (2005). The estimated physical
properties of HD 19467 derived from spectral fitting are shown
in Table 1. HD 19467 is listed in the SIMBAD database as
an G1V star from medium resolution spectroscopy (Gray et al.
2006). We find a best-fitting spectral type of G3 using higher
resolution (R ≈ 55,000) spectroscopy and a luminosity class of
dwarf (V) as we discuss in what follows.

HD 19467 is a nearby field star not obviously associated with
any moving group or cluster. To facilitate our characterization
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Figure 2. High-contrast image of HD 19467 B taken with NIRC2 AO at Keck
Observatory. Stellar speckles have been removed using PSF subtraction. The
companion is 100,000 times fainter than its host star in the K band.

of its companion, we estimate its gyrochronological age using
the technique of Barnes (2007). The stellar rotation period
is found empirically to be Pr = 24.9 ± 2.5 days from the
measured log R′

HK and B − V values (Wright et al. 2004),
which corresponds to a gyrochronological age of 4.30+0.96

−1.23 Gyr;
this result is based upon updated coefficients that correlate
the rotation period and B − V color to age as determined by
Mamajek & Hillenbrand (2008). Uncertainty in the age is
dominated by intrinsic scatter in the empirical relation.

We have also attempted to calculate a system age using the
iterative version of SME that self-consistently incorporates re-
sults from the LTE spectral analysis with Yonsei–Yale theo-
retical isochrones (Valenti & Fischer 2005). Unfortunately, our
code does not converge properly for HD 19467 A. Upon iterat-
ing, the age diverges to the end of the grid at 13.7 Gyr. Using
only a single iteration, we find a much older age of 9 ± 1 Gyr
compared to the gyrochronology method. G3 dwarfs may still
reside on the main-sequence at this age, and the low metallicity
([Fe/H] = −0.15±0.04) of the host star does not suggest youth,
but the unusual behavior of the SME iterative code casts doubt
on its reliability for this particular source. As such, values listed
in Table 1 (age, mass, radius, luminosity) are tabulated using
the non-iterative version of SME. We note that HD 19467 B is
too faint to cause any substantive spectral contamination.

Comparing to other Sun-like stars in the solar neighborhood,
HD 19467 resides only ∆MV = 0.28 mag above the median
Hipparcos-based main-sequence at visible wavelengths (Wright
2005). We thus adopt a luminosity class of V. For subsequent
analysis, we also adopt the gyrochronological age, noting
however that the subsolar metallicity, [Fe/H] = −0.15 ± 0.04,
indicates an age older than the Sun (4.6 Gyr). In Section 3.2,
we show that the model-dependent mass of HD 19467 B is still
within the brown dwarf regime even for ages up to 10 Gyr.

2.2. High-contrast Imaging

First-epoch high-contrast images of HD 19467 were ac-
quired with the K ′ filter on 2011 August 30 UT using NIRC2
(instrument PI: Keith Matthews) and the Keck II AO system
(Wizinowich et al. 2000). The bright (Ks = 5.401 ± 0.026) star

Table 3
Photometric Results and Companion Physical Properties

Imaged Companion: HD 19467 B

∆J 11.81 ± 0.10
∆H 12.46 ± 0.10
∆Ks 12.57 ± 0.09
J 17.61 ± 0.11
H 17.90 ± 0.11
Ks 17.97 ± 0.09
MJ 15.16 ± 0.12
MH 15.45 ± 0.12
MKs 15.52 ± 0.10
mdyn (MJ) >51.9+3.6

−4.3
mmodel (MJ) 56.7+4.6

−7.2

Notes. The mass constraint (lower-limit) from dynamics
(mdyn) using RV and imaging measurements is consistent
with the model-dependent mass estimate from photome-
try (mmodel). The listed model-dependent mass is based
upon the gyrochronological age of the primary star.

was placed behind the 300 mas diameter coronagraphic spot. We
used angular differential imaging to enable point spread function
(PSF) subtraction (Marois et al. 2006). Images were processed
using the same techniques applied in previous TRENDS discov-
eries to determine photometric and astrometric quantities (see
Crepp et al. 2013b for details).

We originally noticed HD 19467 B using raw frames viewed
by the NIRC2 graphical user interface, which enables basic
data operations such as image subtraction. The companion is
fainter than the sky background in the K band under median
seeing, but sufficiently separated from the star (θ = 1.′′6) such
that it is detectable by eye using two subtracted exposures
having a small amount of (parallactic) angular diversity. Figure 2
shows a fully processed image of the companion taken on 2012
January 7 UT. HD 19467 was observed at three subsequent
epochs to acquire photometric information in complementary
filters and assess whether the faint source shares a common
parallactic and proper motion with the star.

Photometric measurements are summarized in Table 3. HD
19467 B is ∆Ks = 12.57 ± 0.09 mag fainter than HD 19467
A and has blue colors, J − Ks = −0.36 ± 0.34 mag and
J − H = −0.29 ± 0.15 mag. Our astrometric observations
consist of four epochs taken over a 1.1 yr baseline (Table 4). The
proper motion of HD 19467 is 260.9±0.7 mas yr−1. Meanwhile,
the size of a NIRC2 pixel is 9.963±0.006 mas as projected onto
the sky (Ghez et al. 2008). Comparing our relative astrometry
measurements to the expected motion (vector sum of parallax
and proper motion) of an unrelated distant background source
(i.e., null hypothesis), we find that HD 19467 B is clearly
associated with HD 19467 A (Figure 3). HD 19467 B has a
projected separation of 51.1 ± 1.0 AU (2012 October 4 UT)
and appears to exhibit clockwise orbital motion at a level of
22 ± 6 mas yr−1.

3. HD 19467 B PHYSICAL PROPERTIES

3.1. Dynamical Mass

The measured RV acceleration may be combined with the
companion projected separation to determine a lower limit
to its mass using dynamics (Torres 1999; Liu et al. 2002).
The straight-line fit to the RV time series of −1.37 ± 0.09 m s−1

yr−1 results in a minimum mass of m ! 51.9+3.6
−4.3MJ , consistent
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3. RESULTS

3.1. Outer Companion Photometry and Astrometry

Photometry was measured as follows. First, a circular
aperture of radius=1 FWHM, corresponding to the size of a
diffraction-limited PSF at each wavelength, was placed at the
detected object’s photocenter in each image. The same aperture
was placed at the stellar photocenter in each unsaturated image,
and then the fluxes within all the apertures were summed.
Uncertainties were calculated as the standard deviations of the
fluxes in apertures placed around the star at the same radius.
Astrometry was measured by calculating the photocenters in

the same apertures, and astrometric uncertainties were assumed
to be 5 mas at each wavelength based on previous imaging with
MagAO (e.g., Rodigas et al. 2015). Table 2 lists the object’s
photometry and astrometry. The object has a separation of
∼0 54 and P.A. ∼340°. Because the star has high proper
motion (van Leeuwen 2007), the two epochs of direct
detections separated by only 17 days are enough to show that
the object is inconsistent with being background at 2σ
confidence. In Section 3.2, we will show that the object’s
SED confirms that it is unlikely to be background.
Henceforth, we will refer to the outer object as HD 7449B.

Note that Roell et al. (2012) suggest that HD 7449 has a
common proper motion companion at >2000 AU. The
candidate companion was identified using the PPMXL proper
motion catalog (Roeser et al. 2010). Examining the relevant
images from PPMXL reveals that the object is actually one of
the diffraction spikes and is therefore not a real astrophysical
source. Therefore HD 7449 does not have any stellar
companions at >2000 AU.

3.2. Outer Companion Mass from Photometry

Because we have detections of HD 7449B in both the visible
and the near-infrared (NIR), we can use its colors and absolute
magnitudes to constrain its spectral type, effective temperature
(Teff), and mass. To accomplish this, we compared its

Figure 2. RVs for HD 7449. Blue, green, red, and purple points correspond to
CORALIE (Dumusque et al. 2011), HARPS, and Magellan/MIKE and PFS,
respectively. (a) The RV data and the combined best-fit (solid black line).
(b)–(c) The phase-folded RV data and fits to the two strongest signals, the
massive planet on a very eccentric orbit (HD 7449Ab) and the long-period
companion (HD 7449B), with the other signals removed in each case.

Figure 3. Astrometry of HD 7449B from our two epochs of MagAO imaging.
The circles correspond to the detections on 2014 November 5 and the squares
correspond to 2014 November 22, . The asterisk denotes where the companion
would have been located on 2014 November 22 if it were a background object,
based on the star’s proper motion (van Leeuwen 2007). The object’s motion over
17 days is inconsistent with a background object at the 2σ confidence level.

4

The Astrophysical Journal, 818:106 (12pp), 2016 February 20 Rodigas et al.

3. RESULTS

3.1. Outer Companion Photometry and Astrometry

Photometry was measured as follows. First, a circular
aperture of radius=1 FWHM, corresponding to the size of a
diffraction-limited PSF at each wavelength, was placed at the
detected object’s photocenter in each image. The same aperture
was placed at the stellar photocenter in each unsaturated image,
and then the fluxes within all the apertures were summed.
Uncertainties were calculated as the standard deviations of the
fluxes in apertures placed around the star at the same radius.
Astrometry was measured by calculating the photocenters in

the same apertures, and astrometric uncertainties were assumed
to be 5 mas at each wavelength based on previous imaging with
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Because we have detections of HD 7449B in both the visible
and the near-infrared (NIR), we can use its colors and absolute
magnitudes to constrain its spectral type, effective temperature
(Teff), and mass. To accomplish this, we compared its
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Figure 3. Astrometry of HD 7449B from our two epochs of MagAO imaging.
The circles correspond to the detections on 2014 November 5 and the squares
correspond to 2014 November 22, . The asterisk denotes where the companion
would have been located on 2014 November 22 if it were a background object,
based on the star’s proper motion (van Leeuwen 2007). The object’s motion over
17 days is inconsistent with a background object at the 2σ confidence level.
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Companion is an M4-M5

Starting from the ESO extracted and calibrated spectra, we
obtained new Doppler measurements using the HARPS-
TERRA software (Anglada-Escudé & Butler 2012). The
CORALIE data were not explicitly reported by Dumusque
et al. (2011), nor are they available in any archive, so we used
DataThief (http://datathief.org) to retrieve the RVs. To
account for possible errors in the extraction, we assumed
10 m s−1 errors for the CORALIE data in our subsequent RV
analysis. The entire RV data set is shown in Figure 2(a),
revealing the clear long-term, parabolic trend, and the
individual RVs are reported in Table 1.

Figure 1. Final reduced images of HD 7449 and its outer companion at seven photometric bands with central wavelengths noted on the panels: ¢r (a), ¢i (b), ¢z (c), Ys
(d), J (e), H (f), and Ks (g). North is up and east is to the left, and a 0 25 radius digital mask around the star has been added for display purposes. Radial profiles have
been subtracted from each image to remove the stellar halos, since no PSF subtraction was performed. The companion is clearly visible at a separation of ∼0 54 and
position angle (P.A.) of ∼340°.

Table 1
RVs for HD 7449

Julian Date RV (m s−1) sRV (m s−1) Instrument

2451459.55882 78.57 10.00 1
2451480.14706 86.90 10.00 1
2451490.44118 76.19 10.00 1
2451541.91176 76.90 10.00 1
2451747.79412 52.62 10.00 1

Note. Instrument 1 corresponds to CORALIE (Dumusque et al. 2011), 2
corresponds to HARPS, 3 corresponds to Magellan/MIKE, and 4 corresponds
to Magellan/PFS.

(This table is available in its entirety in machine-readable form.)
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photometry to both known objects and to the low-mass stellar
models of Kraus & Hillenbrand (2007) and Baraffe (Baraffe
et al. 1998, 2002, 2015).

To create a comparative SED for HD 7449B, we began with
the MagAO photometry for the primary and the outer
companion. We used catalog 2MASS and SDSS photometry
for HD 7449A and then used the color transformation relations
in Carpenter (2001) to put the NIR photometry on the MKO
system, which is comparable to the MagAO filters. Photometry
for HD 7449B was then obtained by computing the magnitude
differences relative to the primary. We used the Hipparcos
parallax of 25.69±0.48 mas (van Leeuwen 2007) to compute
the absolute magnitudes and then converted each to l lF (e.g.,
see Faherty et al. 2013). Figure 4 shows the resulting SED for
HD 7449B as well as the similarly computed SEDs of
comparative M dwarfs from the 8 pc sample (Reid &
Gizis 1997). The best matching SED corresponds to an
M4.5, which also confirms that HD 7449B is at the distance
to the primary (38.9 pc).

To demonstrate that HD 7449A and B fall along the main
sequence together (hence verifying that they are likely coeval),
we constructed color–magnitude diagrams (CMDs) at several
wavelengths from the visible to the NIR. We used the low-mass
star Hipparcos sample, the NSTARS parallax sample, and the
brown dwarf parallax sample from Dupuy & Liu (2012) and
Faherty et al. (2012). Because these report photometry in the
2MASS system, we converted our MagAO photometry to
2MASS (assuming MKO comparable) using the Carpenter
(2001) relations. All CMDs generally showed that the A and B
components fall on the main sequence together, indicating that

they are coeval and that the companion is not a background or
foreground object. Figure 5 shows an example CMD.
Using the Kraus & Hillenbrand (2007) models, comparing

HD 7449B’s colors and absolute magnitudes yielded a best-
matching spectral type of M5, =T 3010 Keff , and

= :M M0.15 . Using the pre-2015 Baraffe models (Baraffe
et al. 1998, 2002), and assuming the stellar age is between 1
and 3 Gyr, the colors were best matched by a 0.10 Me,

=T 2824 Keff , 1 Gyr old star. The absolute magnitudes were
best matched by a 0.15 Me, =T 3161 Keff , 1 Gyr old star.
Using the 2015 Baraffe models, for stellar ages between 1 and
3 Gyr, the colors were best matched by a star with
M=0.20 :M , =T 3261 Keff , and the absolute magnitudes
were best matched by a star with =M 0.09 :M and

=T 2643 Keff . Based on all of the above analysis, we classify
HD 7449B (from photometry alone) as an M4.5±0.5
with mass= :M0.15 0.05 .

3.3. Constraints from RV Fitting

RVs have been obtained on HD 7449 for the past ∼15 years
by HARPS and CORALIE (Dumusque et al. 2011), and by
Magellan/MIKE and PFS (this work; see Table 1). To explain
the periodic RVs (and the clear long-term trend), previous
works (Dumusque et al. 2011; Wittenmyer et al. 2013)
searched for solutions explained by one or more planets. We
have the advantage that we know from direct imaging that the
system contains an ∼M4.5 companion whose current projected
separation is 21 AU. Can this companion explain the long-
term trend and in doing so help revise the parameters of the
inner planet(s)?
To test this, we first analyzed the RVs using log-likelihood

periodograms (Baluev 2009; Anglada-Escudé et al. 2014) for
preliminary period detection and confidence evaluation. Then
we used a Bayesian Markov Chain Monte Carlo (MCMC)
approach to produce posterior distributions of the allowed
parameter values (Ford 2005). The likelihood function L
contains the Keplerian model and a handful of nuisance
parameters to account for the arbitrary zero-points of each RV

Table 2
HD 7449B Photometry and Astrometry

Parameter Value

D ¢r (0.63 μm) -
+8.82 0.11

0.13

D ¢i (0.77 μm) -
+7.32 0.11

0.13

D ¢z (0.91 μm) -
+6.53 0.13

0.15

DYs (0.99 μm) -
+5.87 0.23

0.29

DJMKO (1.1 μm) -
+5.81 0.10

0.11

DHMKO (1.65 μm) -
+5.11 0.10

0.11

DKsBarr (2.15 μm) -
+4.85 0.03

0.03

¢Mr 13.39±0.17

¢Mi 11.51±0.17

¢Mz 10.75±0.20

MJ 9.26±0.16
MH 8.33±0.16
MKs 7.97±0.09

DR.A.t1 ( ) −0.19±0.003
DDecl.t1 ( ) 0.52±0.003
DR.A.t2 ( ) −0.19±0.006
DDecl.t2 ( ) 0.51±0.005
rt1 ( ) 0.55±0.007

P.A.t1 (°) 339.99±1.84
rt2 ( ) 0.54±0.007

P.A.t2 (°) 339.99±1.88

Note. =t1 UT 2014 November 5; =t2 UT 2014 November 22. MYs is not
reported (or used in any photometric analysis) because the primary star has no
reported measurements near 1 μm.

Figure 4. SED of HD 7449B, along with other M dwarfs. Error bars are
smaller than the marker sizes. The companion’s SED point at Ys is not shown
because HD 7449A has no measured flux at this wavelength. The companion’s
SED point at H lies behind the point corresponding to the M4.5, which itself
has no ¢z flux measurement. HD 7449B is most similar to the M4.5 source. This
also confirms that it is likely to be at the distance to the primary (38.9 pc).
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M dwarf at ~15-20 AU 
Gas giant at 2 AU, super eccentric

integrator and simulated 100 different realizations of the system
for 1 Gyr. The initial semimajor axis and eccentricity of the
inner planet (HD 7449Ab) were held fixed at 2.32 AU, and
0.78, respectively, while its mass was set to 1MJ.

16 The outer
companion’s semimajor axis was fixed at 18 AU and we
assumed near-coplanarity such that its initial inclination
relative to the planet was randomly drawn from values between
0 and 1°.17 In each of the 100 simulations, the companion’s
eccentricity was varied between 0 and 1 in increments of 0.01.
Its mass was set to 0.17 :M . For both the outer companion and
the planet, the arguments of pericenter, longitudes of ascending
node, and mean anomalies were all drawn randomly from a
uniform distribution in each simulation.

In this case, the outer companion’s critical eccentricity ecrit
(the eccentricity above which the planet’s orbit becomes
unstable) was 0.45. Based on this initial result, we performed
additional simulations in which the planet and outer companion
had mutual inclinations Di=30°, 60°, 90°, 120°, 150°, and
180°. For the 90° case, the planet was never stable regardless of
the outer companion’s eccentricity. The critical eccentricities
for the other inclinations were (in ascending order of mutual
inclination) 0.4, 0.4, 0.4, 0.42, and 0.5, respectively. Based on
these results, the outer companion’s eccentricity is constrained
to be 10.5. Figure 9 summarizes the results of our stability
analysis.

4. DISCUSSION AND SUMMARY

We have directly imaged the source of the long-period trend
in the RV data for HD 7449. Based on our imaging, RV, and
dynamical analysis, the outer companion HD 7449B is most

Figure 8. (a) Mass vs. period for the outer companion computed using the MCMC method described in Section 3.7. (b) Mass distribution for the outer companion
from the analysis, showing a sharp peak near ∼0.2 :M . (c) Log period distribution, showing a broad peak near ∼65 years. (d) Inclination distribution, showing a
general preference for larger i.

16 These values are slightly smaller than the nominal values listed in Table 3 to
ensure that the limits on dynamical stability are conservative.
17 A very small initial inclination was chosen to avoid making the calculation
completely 2D, which would preclude any possible inclination growth.
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We find that the median m isin b=1.09MJ, which is in
excellent agreement with preferred mass found by Dumusque
et al. (2011). HD 7449Ab’s parameters and their possible
ranges are listed in Table 3.

3.7. Statistical Constraints on Outer Companion

Here we develop and apply a new statistical procedure,
expanding on the one developed in Torres (1999), that uses the
slope and quadratic terms discussed in Section 3.6 to tightly
constrain the outer companion’s properties.
For the case of an imaged companion producing a long-

period RV trend, Torres (1999) formulated a numerical Monte
Carlo approach to marginalize over unknown parameters under
some uninformative priors. It is based on using the fact that the

Figure 7.Marginalized posterior distributions of parameters for HD 7449Ab from our MCMC analysis (Section 3.6). (a) The planet’s minimum mass, m isin b. (b) The
planet’s period, Pb. (c) The planet’s eccentricity, eb. (d) The planet’s argument of periastron, wb. The planet’s properties are tightly constrained: it is likely to be
massive and very eccentric, perhaps indicating previous or ongoing dynamical interactions with the outer M dwarf companion (HD 7449B).

Table 3
HD 7449A Companion Parameters

Mass Period a (AU) e ω (°) i (°)

HD 7449Ab > -
+1.09 0.19

0.52 MJ -
+1270.5 12.1

5.92 days -
+2.33 0.02

0.01
-
+0.80 0.06

0.08 - -
+25.2 5.22

6.87 unconstrained
HD 7449B -

+0.23 0.05
0.22

:M -
+65.7 56

227 years -
+17.9 12.9

32 unconstrained unconstrained -
+59.7 25.8

20.1

Note. All uncertainties correspond to symmetric 68% confidence intervals around the median values.
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likely a low-mass (∼0.2 :M ) M dwarf orbiting at ∼18 AU with
an eccentricity 0.5, although larger masses and periods
cannot definitively be ruled out by the current data. We have
also revised the parameters for the inner planet HD 7449Ab,
finding that it is comparable in mass to Jupiter and on a very
eccentric orbit. We find no evidence for additional planetary
companions in the RV data.

Now that HD 7449 is revealed to be a star-planet-M dwarf
(SPM) binary, we can place it into relevant context. There are a
handful of other SPM systems that consist of a planet orbiting
one star with <a 3 AU and an M dwarf companion with a
∼20 AU (e.g., HD 196885, Chauvin et al. 2011; γ Cep,
Neuhäuser et al. 2007; Gliese 86, Lagrange et al. 2006). HD
7449 is unique among these for two reasons: the secondary
component has the lowest mass (∼0.2 :M compared to
>0.4 :M for the others), and the inner planet is by far the
most eccentric (0.8 compared to <0.5 for the others). While
core accretion is thought to be more difficult in systems like
this, it should be possible to grow giant cores within ∼3 AU
(Kley & Nelson 2008). Furthermore HD 7449B’s lower mass
would be expected to cause less severe perturbations and thus
have fewer detrimental effects on planet formation in the
circumstellar disk. Perhaps this explains how the inner planet
was able to form relatively unhindered.

How did the inner planet acquire such a large eccentricity?
One possibility is the Kozai mechanism (Kozai 1962; Wu &
Murray 2003). If the planet and outer companion were initially
on mutually inclined orbits of at least 39°.2, then the planet’s
eccentricity and inclination would oscillate with oppositely
occurring minima and maxima (Holman et al. 1997). Based on
the nominal parameters for the planet and M dwarf companion,
the length of a Kozai cycle would be ∼a few hundred years,
which is certainly short enough to be plausible given the age of
the system (∼2 Gyr).

Assuming Kozai cycles are responsible, we can use the
planet’s current high eccentricity to constrain both the initial
and current mutual inclination (Diinit and Di). It can be shown
that if the planet’s orbit is initially circular, the maximum
eccentricity is given by = - De i1 5 3 cosmax

2
init (Fab-

rycky & Tremaine 2007). For emax=0.8, Diinit is constrained

to be 62°. During Kozai cycles, the quantity - e i1 cos2 of
the planet is conserved. Using this relation, and the previous
constraint on the initial mutual inclination, the current mutual
inclination must be 38°.
We can carry these constraints one step further. We know

that the orbital inclination of the outer companion iB must be
>8°.4 from our MCMC analysis (Section 3.7) and that the
current mutual inclination Di >38°if the planet was initially
on a circular orbit and has been undergoing Kozai oscillations.
Therefore, under these assumptions, ib must be 46°.4.
Plugging this into m isin b=1.09MJ, the mass of HD
7449Ab would be 1.5MJ, making the planet a true Jupiter
analog.
Another explanation for the planet’s large eccentricity is

planet–planet scattering in the inner parts of the system (e.g.,
Rasio & Ford 1996). In this case, one or more planets may have
been ejected from the system, leaving behind the eccentric HD
7449Ab. This scattering scenario would require both the
surviving planet and the scattered planet to be relatively
massive (7–10MJ) and the eccentricity damping of the original
circumstellar disk to be small (Moorhead & Adams 2005).
Given the “smoking gun” (the nearby M dwarf companion), it
seems more likely that Kozai cycles are responsible.
The inner planet’s high eccentricity and small perihelion

distance (0.47 AU) raise the possibility of tidal circularization.
However, its long period prevents it from circularizing on
timescales shorter than ∼1015 years (Adams & Laughlin 2006),
meaning that it should continue to undergo Kozai oscillations
for the foreseeable future.
This interesting system should continue to be monitored by

both RV and imaging. The latter technique, in particular, can
provide additional constraints on HD 7449B’s orbit, potentially
leading to estimates of its dynamical mass (Crepp et al. 2014).
Its eccentricity and inclination could also be further con-
strained, which could in turn help further constrain the inner
planet’s inclination. This would then allow for estimates of the
inner planet’s true mass, which is still a sparsely measured
parameter for exoplanets.
High-resolution spectroscopy would help narrow down the

effective temperature and spectral type of HD 7449B. While
somewhat circular, this could be used to refine the photometry-
derived mass (0.1–0.2 :M ), which then would affect the
possible orbital configurations. For example, excluding RV
solutions (from Section 3.7) that have mass >0.5 :M leads to a
median semimajor axis of ∼15 AU. Excluding masses
>0.35 :M corresponds to a median semimajor axis of
∼13 AU. Such small orbits would make HD 7449 a very
tightly packed system with vigorous dynamical interactions and
would require even more stringent constraints on the outer
companion’s eccentricity. Specifically, based on additional
numerical N-body simulations we performed (using the same
approach as described in Section 3.8), the eccentricity would
have to be 10.3 in these cases.
Finally, the companion HD 7449B is interesting because it

can become a benchmark object for future studies of stellar
structure. The system represents a (still rare) case of an M
dwarf with a measured age (via the primary) and a soon-to-be
measured mass (via astrometric monitoring). The object’s
metallicity can be inferred from the primary’s or could also be
estimated using high-resolution spectroscopy. These quantities
together can then help improve stellar structure models for

Figure 9. Results of the numerical N-body simulations for HD 7449. The
eccentricity of HD 7449B is constrained to be 0.5 for all mutual inclinations
other than 90°, for which the system is never stable.
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Assuming Kozai interactions: 

-planet’s mass < 1.5 M_Jup 

-mutual inclination > 38 deg 

-initial mutual inclination > 62 
deg 

-M dwarf as close as 13 AU! 

-How did this planet form?!?!? 



Second MILO Discovery

Rodigas et al., 2016b

4

Figure 1. MagAO images of the faint companion HD 11112B (from either epoch 1 or 2 depending on which had the highest
SNR). North is up, east is to the left, and the primary star (HD 11112A) is at the top left corner of every image. Units are
detector counts/s. The companion is circled and is located ∼ 2.2′′ away at a position angle of ∼ 226◦. Top row (from left to
right): VisAO images at r′, i′, z′, and Y s, respectively. The Y s image features a prominent reflection ghost above the companion
and is therefore not used in the SED fitting. Bottom row (from left to right): Clio-2 images at J,H,Ks, and L′. The L′ detection
is the only marginal detection, with SNR = 5.85.

Table 2 (continued)

Julian Date RV (m s−1) σRV (m s−1)

2455966.91608 -16.79 2.22

2456498.30094 -20.38 1.72

2456555.18295 -8.67 1.93

2456940.15233 6.11 2.44

2456968.98567 -8.16 2.00

2457051.94494 -25.69 2.20

Note—All reported RVs were obtained with
AAT/UCLES.

3. RESULTS

3.1. HD 11112 Stellar Properties

The age of HD 11112A has been estimated by several
studies and ranges from ∼ 4-8 Gyr (Valenti & Fischer
2005; Bensby et al. 2014; Ghezzi et al. 2010a;
Holmberg et al. 2009; Ramı́rez et al. 2012;
Feltzing et al. 2001). The star’s space velocity
(UVW from Holmberg et al. 2009) points to an old
age, as it is likely in the Hercules stream (Ramya et al.
2016), and the star is chromospherically older than
the Sun (logR′HK ∼ -5.0; Jenkins et al. 2006; Pace
2013). HD 11112A is likely slightly evolved, since
its log g (∼ 4.2; Ghezzi et al. 2010b; Bensby et al.
2014; Valenti & Fischer 2005; Ramı́rez et al. 2012) is

Figure 2. RVs for HD 11112, obtained by the AAT/UCLES
instrument over the last ∼ 17 years. There is no statisti-
cally significant curvature in the trend and no other apparent
planetary signals.

smaller than what is typical for main sequence dwarfs
(log g ∼ 4.3-4.5). Using the new MIST tracks with a
metallicity of [Fe/H] = 0.25 (close to the metallicity
of HD 11112A, [Fe/H] = 0.20, Bensby et al. 2014),
we find that HD 11112A is consistent with being a
∼ 1.12 M⊙ star with age ∼ 7 Gyr (see Fig. 3). Thus
multiple lines of evidence point to HD 11112A being
old (likely older than the Sun) and to it evolving off
the main sequence right now. We adopt as the age of
HD 11112A the average of the previous measurements,
excluding the three isochronal ages that are younger
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Figure 5. Astrometry of the faint point-source (circles and
squares) around HD 11112 obtained from MagAO’s VisAO
and Clio-2 cameras over the course of one year. The source
is inconsistent with being a background object (yellow star)
at more than 60σ confidence.

Calculating accurate photometry for HD 11112B was
not a straightforward task considering that some images
used NDs for calibration, some used unsaturated short
exposures, and others were reduced using ADI+PCA,
which introduces self-subtraction, over-subtraction, and
other biases. In the following, we describe in detail the
methods used to obtain photometry for each image in
each epoch.
At r′, the image quality is very sensitive to the ob-

serving conditions since the Strehl ratio is low (∼ 10-
30%). Because of the unfavorable observing conditions
during epoch 1, the first r′ image was not of high qual-
ity (characterized by a “blobby,” non-spherical PSF).
Further complicating matters was the use of the ND,
which at the time of the observations only had a few
calibration measurements. To mitigate these concerns,
when computing the photometry we used a very large
circular aperture, with radius = 7 × the full-width half-
maximum (FWHM) at r′ (radius = 0.′′14) to ensure that
most of the flux from HD 11112B was included in the
aperture, while still being as small as possible to max-
imize SNR. The flux inside the aperture was averaged,
as was the flux inside the same aperture centered on the
star in the unsaturated (ND) image. The stellar flux was
then scaled up by the ND’s diminution factor of 7176 ±
332. The ∆ magnitude at r′ was computed by dividing
the companion’s flux by the scaled stellar flux. The un-
certainty on the companion flux was computed by plac-
ing the same circular aperture at twelve equally-spaced
azimuthal angles around the star at the same radius as
the companion, averaging the fluxes inside these aper-
tures, then computing the standard deviation of all the
fluxes. The final uncertainty was the sum in quadrature

of this uncertainty with the ND calibration uncertainty.
All of the above steps were repeated for the epoch 2 r′

images.
For i′, the procedure was identical to above, except an

aperture with radius = 3 × the FWHM (radius = 0.′′07)
was used and the ND scaling was 1317.99 ± 52.85. For
z′, a 3×FWHM (radius = 0.′′09) aperture was used and
the ND scaling was not required. For Y s, a 3×FWHM
(radius = 0.′′10) aperture was used and the ND scaling
was not required; in addition, to mitigate the effects
of the bright ghost near the companion, we subtracted
the average flux inside an annulus with inner radius =
3×FWHM and outer radius = 6×FWHM.
For the Clio-2 images, the procedure required that we

account for the biases introduced by the ADI+PCA re-
ductions. At each wavelength, a circular aperture with
radius = 2×FWHM (0.5×FWHM for L′ due to the lower
SNR detection) was used to calculate the average flux of
the companion. This flux was then scaled up by a correc-
tion factor, which was determined by inserting and re-
covering scaled down replicas of the unsaturated stellar
PSF at twelve equally-spaced azimuthal angles around
the star, calculating the average fluxes inside the same
apertures centered on the recovered point-sources, then
comparing these to the expected average flux inside the
same aperture centered on the pre-inserted scaled-down
point-source. Uncertainties were calculated as the sum
in quadrature of the standard deviation of the average
fluxes inside the same apertures placed at the twelve
position angles (of the final image without any artifi-
cial sources inserted), and the standard deviation of the
correction factors.
To convert the ∆ magnitudes into absolute magni-

tudes, we converted the catalog 2MASS photometry for
HD 11112A into the MKO system using the color trans-
formation relations in Carpenter (2001) and used the
derived catalog SDSS photometry for HD 11112A from
Ofek (2008), since the VisAO filters are very similar.
We then added the ∆ magnitudes to the primary’s abso-
lute magnitudes. We converted the absolute magnitudes
into Fλ (e.g. see Faherty et al. 2013) using the Hippar-

cos parallax of 22.07±0.57 mas (van Leeuwen 2007). All
photometry is reported in Table 3, and the SED is shown
in Fig. 6.

Table 3. HD 11112B Photometry and Astrometry

Epoch 1 Epoch 2

Julian Date 2456970.50000 2457356.50000

∆r′ (0.63 µm) 10.23+0.19
−0.23 9.94+0.16

−0.19

Table 3 continued



Combine RV + Imaging…

Rodigas et al., 2016b

11

(a) (b)

Figure 8. Posterior distributions for the mass (a) and inclination (b) of HD 11112B. After assuming a mass cut-off of 1.4
M⊙(the Chandrasekhar limit), at 99% confidence its minimum mass is 0.28 M⊙ and its minimum inclination is 9.8◦.

(a) (b) (c)

Figure 9. Mass vs. inclination (a), mass vs. eccentricity (b), and mass vs. argument of periastron (c) for HD 11112B. The
nominal SED-fit mass range (0.9-1.1 M⊙) is denoted by the dashed lines. These high masses correspond to near edge-on,
high-eccentricity orbits for the white dwarf companion.

2002). Thus we can take the white dwarf single-star pro-
genitor mass as an upper limit on the total pre-merger
mass. If the two stars in the binary are identical, they
would have masses ∼ 2.5 M⊙ and each live on the main
sequence for ∼ 765 Myr, far short of the required 2.9
Gyr. In fact, in order for the two identical main sequence
stars to merge after 2.9 Gyr, the pair would have to each
be ∼ 1.6 M⊙ for a total of 3.2 M⊙, which is far short of
the expected 5 M⊙ white dwarf progenitor mass.
We are thus left with three possible scenarios. (1) one

star in the binary has mass ! 1.6 M⊙, the other star
is more massive and evolves into a white dwarf first,
and then the white dwarf merges and is absorbed into
the other star after ∼ 3 Gyr. Unfortunately, the total
merged mass (even for a white dwarf with mass = 1.4
M⊙) would still fall short of the required 5 M⊙ pro-
genitor, so this scenario seems unlikely. (2) The same

formation happens as in (1), except that the white dwarf
accretes material from the lower-mass main sequence
star after it evolves off the main sequence. The bi-
nary would become a cataclysmic variable whose final
fate could be completely self-destructive, so this scenario
seems unfavorable. (3) Both stars in the binary evolve
into white dwarfs and then merge into a more massive
white dwarf. While white dwarf mergers often result in
supernova explosions (Shen 2015), two low-mass (total
mass < 1.4 M⊙) white dwarfs can merge into a more
massive white dwarf as long as dynamic carbon burn-
ing does not occur during the merger phase (Sato et al.
2015). In fact, this is the favored scenario to explain
most of the massive white dwarfs in the solar neigh-
borhood (Giammichele et al. 2012). For HD 11112, the
timing works out as long as the two white dwarfs each
had masses ! 0.55 M⊙, which correspond to progenitor
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Figure 6. The SED of HD 11112B from our MagAO images. The photometry over the two epochs is consistent within the
errors. The colored lines are model fits to the data assuming pure H or pure He atmospheres of cool (Teff < 10, 000K) white
dwarfs with masses ∼ 0.9-1.1 M⊙.

Table 4. HD 11112B SED Fitting Results

Epoch 1 Epoch 2

Pure H Pure He Pure H Pure He

χ2
ν 2.47 2.37 1.62 1.47

Mass (M⊙) 1.06+0.02
−0.02 0.90+0.021

−0.02 1.08+0.02
−0.02 0.96+0.02

−0.02

Teff (K) 8400+2000
−2000 7300+1900

−1900 9800+1700
−1700 8700+1800

−1800

log g (cm s−2) 8.73+0.03
−0.03 8.50+0.03

−0.03 8.77+0.03
−0.03 8.59+0.03

−0.03

logL/L⊙ -3.61+0.02
−0.02 -3.69+0.02

−0.02 -3.39+0.03
−0.02 -3.46+0.02

−0.02

Agecool,50%C/O (Gyr)a 3.17+1.90
−1.27 3.53+0.92

−1.41 2.43+1.03
−0.70 2.88+1.02

−1.22

Agecool,100%C (Gyr)b 3.58+2.38
−1.63 3.92+1.45

−1.61 2.65+1.43
−1.04 3.15+1.28

−1.54

aThe cooling age of the white dwarf, assuming a 50% C/O core and taking into account
the uncertainties in mass and temperature.

bThe same, but for a 100% C core.

The best-fitting models for the epoch 1 and epoch 2
photometry are shown in Fig. 6 as well as in Table 4.
The reduced χ2 (χ2

ν) ranges from ∼ 1.45-2.5, indicat-
ing overall good fits. Interestingly, the L′ flux is 1.6-2σ
larger than the models predict. Pure He atmospheres
provide marginally better fits than pure H. The esti-

mated white dwarf masses and effective temperatures
range from ∼ 0.9-1.1 M⊙ and 7300-9750 K, respectively.
These correspond to progenitor masses ranging from 4.3-
6.5 M⊙ (Kalirai et al. 2008; Williams et al. 2009), which
have main sequence lifetimes ! 160 Myr (Bertelli et al.
2009). This is insignificant compared to the expected



Problem: ages don’t agree

Rodigas et al., 2016b

-Primary’s age is 7 +/- 1 Gyr 

-White dwarf cooling age is < 4 Gyr 

-WD progenitor main sequence lifetime < 200 Myr 

-So…what’s going on? 

—WD evolution must have been delayed—by 3 Gyr 
—Merger of some sort ➞ most plausible is two 0.5 
Msun white dwarfs! 
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My dream for LUVOIR…

- Big enough aperture to directly image RV planets 
(either in reflected light or thermal imaging?)

- Put RV+imaging information together to fully 
constrain planet mass and orbit

- ➞ constrain formation and evolution theories



Binary power #3:

Can use binaries to directly measure vsini



The need for vsini

-Stellar evolution  
-rotation changes as star evolves 
e.g., v = 4/pi * <vsini> = 15.6 - 4.2*Sp.Type (Gray 1989a) 

-Stellar ages  
-main sequence stars spin down over time; measure vsini, infer age 
e.g., vsini (km/s) ~ 5 * (age/Gyr)-1/2 (Barry et al. 1987) 

  
-Exoplanets 

-obliquities of transiting planets [sini = vsini/v = vsini / (2πR/P)] 
-true masses of radial velocity (RV) planets (if sini = sinip)



Current method for measuring vsini
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Limited to vsini > 2 +/- 0.5 km/sTable 1: Top Twenty Nearby Stars with RV-detected planets

RVV sin i (m/s)
Star V sin i (km/s) ρ/ρ⊙ Ref. 1.′′0 0.′′5 0.′′05

υ And+ 9.62+0.50
−0.50 1.03+0.03

−0.03 (9, 34, 35) 5.32 10.63 106.35
α Cen B 1.00+0.60

−0.60 7.25+0.34
−0.33 (36, 36, 37) 3.91 7.82 78.18

ϵ Eri 2.45+0.50
−0.50 2.30+0.03

−0.03 (9, 35, 38) 3.04 6.08 60.77
HD 19994 8.57+0.50

−0.50 0.62+0.02
−0.02 (9, 34, 35) 2.87 5.74 57.42

ι Hor 6.47+0.50
−0.50 0.71+0.02

−0.02 (9, 34, 35) 2.46 4.92 49.21
HD 10647 5.61+0.50

−0.50 0.68+0.02
−0.02 (9, 34, 35) 2.06 4.11 41.13

HD 179949 7.02+0.50
−0.50 0.45+0.02

−0.02 (9, 34, 35) 1.68 3.37 33.69
HD 20794+ 1.50+1.50

−1.50 2.03+0.07
−0.07 (34, 35, 39) 1.64 3.28 32.83

HD 196885 7.80+0.50
−0.50 0.39+0.02

−0.01 (34, 35, 40) 1.63 3.26 32.59
HD 40979 7.43+0.50

−0.50 0.39+0.01
−0.01 (9, 34, 35) 1.55 3.09 30.94

HD 136118 7.33+0.50
−0.50 0.38+0.02

−0.02 (9, 34, 35) 1.49 2.97 29.72
τ Gru 5.78+0.50

−0.50 0.47+0.02
−0.02 (9, 34, 35) 1.48 2.96 29.57

HD 113337 6.30+1.00
−1.00 0.41+0.04

−0.04 (35, 41, 41) 1.38 2.76 27.62
61 Vir+ 2.20+0.30

−0.30 1.14+0.04
−0.04 (9, 34, 35) 1.36 2.71 27.13

µ Ara+ 3.12+0.50
−0.50 0.81+0.03

−0.03 (9, 34, 35) 1.35 2.71 27.09
HD 114613 2.70+0.90

−0.90 0.93+0.03
−0.03 (34, 35, 42) 1.35 2.70 26.98

70 Vir 2.68+0.50
−0.50 0.89+0.03

−0.03 (9, 34, 35) 1.29 2.57 25.71
HD 30562 4.32+0.50

−0.50 0.53+0.02
−0.02 (34, 35, 40) 1.23 2.45 24.52

47 UMa+ 2.80+0.50
−0.50 0.80+0.03

−0.03 (9, 34, 35) 1.20 2.40 24.03
HD 52265 4.67+0.50

−0.50 0.47+0.02
−0.02 (9, 34, 35) 1.17 2.34 23.42

Notes. Reference order corresponds to V sin i, stellar radius, and distance, respec-
tively. +Indicates a multiplanet system.

RM effect (7).

Our direct V sin i method will be important for characterizing transiting planet systems

because it can directly measure orbital obliquities, assuming the planet’s orbital inclination,

ip, is already known from the transit data, the stellar rotation period is known from transiting

starspots, and the stellar radius is known from interferometry or modeling. Because many of

the favored targets for transiting planet searches are cool, old, slowly-rotating M dwarfs, our

method will supercede current methods that are uncertain for these slow-rotators.

Finally, our method can directly determine the position angle of a star’s rotation axis (Fig.

18
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What do stars do?
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Unresolved binary
Vorb = 10 km/s = Vrad

sep = 0.2”



Vote: which one’s tilted?

A: left 
B: right 
C: neither
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Vorb = 2 km/s = Vrad

0.00093”
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0.00093”



Vorb = 2 km/s = Vrad

0.00093”

This spectroscopic binary is ~ equivalent to the Sun at 10 pc
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Fact: A (non pole-on) rotating star 
can be treated as the 

superposition of an infinite 
number of spectroscopic binaries.



Fact: A (non pole-on) rotating star 
can be treated as the 

superposition of an infinite 
number of spectroscopic binaries.

The resulting spectrum will be 
tilted. How do we measure the tilt?
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How to measure the tilt

ΔRVvsini = 1/2 * (Red - Blue)
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RV depends on just 4 parameters
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Figure 5: Dependence of the measured Doppler shift on the parameters of interest. (a): The
RV is proportional to the star’s V sin i. (b): The RV is proportional to the star’s angular radius.
(c): The RV is inversely proportional to the spatial resolution. This implies that good seeing
will result in larger measured shifts. (d): The RV decreases (marginally) with increasing limb
darkening. Because the measured RV depends on just these parameters, and because three of
them are known during any observation (the star’s angular size and limb darkening coefficient
are known a priori, and the image FWHM can be measured), it is possible to infer the star’s true
V sin i value.

28

angular sizetrue Vsini

limb darkening
spatial resolution

Rodigas et al., in prep.
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(marginally) with increasing limb darkening. The measured shift is inversely proportional to

the spatial resolution of the image, meaning that better seeing will result in larger measured

shifts. Changing the sampling of the detector (from the Nyquist limit to 5×Nyquist) does not

change the measured shift (though this is in the zero detector read noise case). Finally the

measured shift is unaffected by changes in the spectral resolution for 50,000 ! R ! 250,000.

This is mostly because the Doppler shift due to stellar V sin i tilts the spectrum in the spatial

direction; increasing the spectral resolution results in sharper spectral lines, which may improve

the velocity precision but does not boost the observed tilt. Based on these relationships, the

expected shift on the detector can be expressed as

RVV sin i ≈ 1.82 m/s

(

V sin i

2 km/s

)(

ρ

0.465 mas

)(

FWHM

0.′′7

)−1(

1−
ϵ

4

)

. (8)

Eq. 8 is independent of ψ; that is, the relationships described above hold true for any slit angle

orientation relative to the rotation axis of the star.

To convert the final measured Doppler shift to V sin i, we can simply rearrange Eq. 8 to

solve for V sin i:

V sin i ≈ 2 km/s

(

RVV sin i

1.82 m/s

)(

ρ

0.465 mas

)−1(

FWHM

0.′′7

)(

1−
ϵ

4

)−1

. (9)

Since the Doppler shift and spatial resolution (via the image FWHM) can be measured in every

image, and the angular size and linear limb darkening coefficient of the star are known a priori,

V sin i can be determined. We also note that Eq. 8 and Eq. 9 are independent of the partic-

ular weighting scheme chosen to collapse the 2D spectra (e.g. Fig. 3). That is, if a different

weighting scheme from the one presented here is chosen, one need only recompute the expected

Doppler shift of the Sun at 10 pc in 0.′′7 seeing (our model S discussed in Section 2), compare

the new value to our value (1.54 m/s), and accordingly scale Eq. 8 and Eq. 9 above.

10

angular sizetrue Vsini
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Rodigas et al., in prep.
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(marginally) with increasing limb darkening. The measured shift is inversely proportional to

the spatial resolution of the image, meaning that better seeing will result in larger measured

shifts. Changing the sampling of the detector (from the Nyquist limit to 5×Nyquist) does not

change the measured shift (though this is in the zero detector read noise case). Finally the

measured shift is unaffected by changes in the spectral resolution for 50,000 ! R ! 250,000.

This is mostly because the Doppler shift due to stellar V sin i tilts the spectrum in the spatial

direction; increasing the spectral resolution results in sharper spectral lines, which may improve

the velocity precision but does not boost the observed tilt. Based on these relationships, the

expected shift on the detector can be expressed as

RVV sin i ≈ 1.82 m/s

(

V sin i

2 km/s

)(

ρ

0.465 mas

)(

FWHM

0.′′7

)−1(

1−
ϵ

4

)

. (8)

Eq. 8 is independent of ψ; that is, the relationships described above hold true for any slit angle

orientation relative to the rotation axis of the star.

To convert the final measured Doppler shift to V sin i, we can simply rearrange Eq. 8 to

solve for V sin i:

V sin i ≈ 2 km/s

(

RVV sin i

1.82 m/s

)(

ρ

0.465 mas

)−1(

FWHM

0.′′7

)(

1−
ϵ

4

)−1

. (9)

Since the Doppler shift and spatial resolution (via the image FWHM) can be measured in every

image, and the angular size and linear limb darkening coefficient of the star are known a priori,

V sin i can be determined. We also note that Eq. 8 and Eq. 9 are independent of the partic-

ular weighting scheme chosen to collapse the 2D spectra (e.g. Fig. 3). That is, if a different

weighting scheme from the one presented here is chosen, one need only recompute the expected

Doppler shift of the Sun at 10 pc in 0.′′7 seeing (our model S discussed in Section 2), compare

the new value to our value (1.54 m/s), and accordingly scale Eq. 8 and Eq. 9 above.
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Figure 5: Dependence of the measured Doppler shift on the parameters of interest. (a): The
RV is proportional to the star’s V sin i. (b): The RV is proportional to the star’s angular radius.
(c): The RV is inversely proportional to the spatial resolution. This implies that good seeing
will result in larger measured shifts. (d): The RV decreases (marginally) with increasing limb
darkening. Because the measured RV depends on just these parameters, and because three of
them are known during any observation (the star’s angular size and limb darkening coefficient
are known a priori, and the image FWHM can be measured), it is possible to infer the star’s true
V sin i value.
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(marginally) with increasing limb darkening. The measured shift is inversely proportional to

the spatial resolution of the image, meaning that better seeing will result in larger measured

shifts. Changing the sampling of the detector (from the Nyquist limit to 5×Nyquist) does not

change the measured shift (though this is in the zero detector read noise case). Finally the

measured shift is unaffected by changes in the spectral resolution for 50,000 ! R ! 250,000.

This is mostly because the Doppler shift due to stellar V sin i tilts the spectrum in the spatial

direction; increasing the spectral resolution results in sharper spectral lines, which may improve

the velocity precision but does not boost the observed tilt. Based on these relationships, the

expected shift on the detector can be expressed as

RVV sin i ≈ 1.82 m/s

(

V sin i

2 km/s

)(

ρ

0.465 mas

)(

FWHM

0.′′7

)−1(

1−
ϵ

4

)

. (8)

Eq. 8 is independent of ψ; that is, the relationships described above hold true for any slit angle

orientation relative to the rotation axis of the star.

To convert the final measured Doppler shift to V sin i, we can simply rearrange Eq. 8 to

solve for V sin i:

V sin i ≈ 2 km/s

(

RVV sin i

1.82 m/s

)(

ρ

0.465 mas

)−1(

FWHM

0.′′7

)(

1−
ϵ

4

)−1

. (9)

Since the Doppler shift and spatial resolution (via the image FWHM) can be measured in every

image, and the angular size and linear limb darkening coefficient of the star are known a priori,

V sin i can be determined. We also note that Eq. 8 and Eq. 9 are independent of the partic-

ular weighting scheme chosen to collapse the 2D spectra (e.g. Fig. 3). That is, if a different

weighting scheme from the one presented here is chosen, one need only recompute the expected

Doppler shift of the Sun at 10 pc in 0.′′7 seeing (our model S discussed in Section 2), compare

the new value to our value (1.54 m/s), and accordingly scale Eq. 8 and Eq. 9 above.
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are known a priori, and the image FWHM can be measured), it is possible to infer the star’s true
V sin i value.
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Proof of concept: a nearby K3III giant

-Interferometrically-measured radius (57 Rsun) 

-Hipparcos parallax (18.09 mas ➞ 55 pc) 
  
-Several previously-measured vsini values (latest = 2.6 km/s) 

-Time awarded with VLT/UVES: 32 (1 second!) exposures at 
8 slit angles 

-Data reduction: split 2D spectra, feed into planet-hunting 
pipeline (already written), compute ΔRVs



Reducing Echelle spectra is hard!

echelle order

1. de-bend order

2. straighten lines
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Results: the first direct measurement of vsini

Rodigas et al., in prep.
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My dream for LUVOIR…V sin i (km/s)
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Figure 5: Dependence of the measured Doppler shift on the parameters of interest. (a): The
RV is proportional to the star’s V sin i. (b): The RV is proportional to the star’s angular radius.
(c): The RV is inversely proportional to the spatial resolution. This implies that good seeing
will result in larger measured shifts. (d): The RV decreases (marginally) with increasing limb
darkening. Because the measured RV depends on just these parameters, and because three of
them are known during any observation (the star’s angular size and limb darkening coefficient
are known a priori, and the image FWHM can be measured), it is possible to infer the star’s true
V sin i value.
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Because signal depends so 
strongly on resolution…
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Summary

Concept of spectroscopic binaries can be used to directly 
measure stellar vsini

-Signal depends strongly on spatial resolution ➞ AO or 
space?

Binaries can be used to directly image planets (Binary 
Differential Imaging) 

-Space-based will be even better for this!

Binaries can be used to infer properties of hidden planets 
(MagAO Imaging of Long-period Objects [MILO])  

-Imaging RV exoplanets is the future


