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Abstract

The physics of atmospheric cascades induced by ultrahigh energy cosmic rays above

the GZK cuto� is investigated. A exible air shower generator is developed for the

exploration of air shower properties under various assumptions about the underlying

hadronic physics. Included is an eÆcient algorithm for the simulation of electromag-

netic cascades which emphasizes consistency with the standard Greisen formula for

photons. The uncertainties in hadronic interaction physics relevant to air shower

properties are bracketed with conservative models which characterize limiting scenar-

ios. The e�ects of scaling violations in hadron-nucleon and hadron-nucleus iteractions

are addressed. Emphasis is on the fragmentation region which is of most relevance

to air shower development. The physics uncertainties imply an uncertainty in the

average depth at maximum for proton induced cascades at the highest energies which

is comparable to the separation between protons and iron. Consequently, it will be

diÆcult to extract information about the composition at the highest energies. The

possibility of detecting new physics or exotic primaries is discussed. Given the uncer-

tainties associated the highest energies, very long interaction lengths are required in

the initial stages of anomalous showers to clearly distinguish them from traditional

scenarios (smooth evolution of the hadronic physics and a composition of protons

and/or nuclei). An implementation of the LPM e�ect which suppresses electromag-

netic cross sections in air at the highest energies is also described.
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Chapter 1

Introduction

Future cosmic ray experiments (Auger [1], OWL [2]) will de�nitively settle the

question of the cosmic ray energy spectrum above 1020eV. The fact that a handful

of such events has been observed (Fly's Eye [3], AGASA [4], Haverah Park [5] and

Yakutsk [6]) has presented the most puzzling problem in the �eld of cosmic ray

physics: theory predicts they should not be there! With the increased statistics

obtainable by these future experiments, it will be possible to determine the shape

of the energy spectrum and any patterns in arrival directions and possibly to infer

information about the nature of the composition as well.

At these energies the primary cosmic rays are observed indirectly through the

shower of secondary particles they generate in the atmosphere. While a determination

of energy and arrival direction of the primary is nearly model independent, a detailed

understanding of the development of these extensive air showers will be required if

there is to be any hope of inferring information about composition. The focus of this

work is to acquire a clear understanding of how these cosmic ray induced showers

develop. The primary goal is to build and utilize a framework for investigating model

dependence associated with the uncertainties in the relevant physics. Two important

questions with respect to future air shower observations above 1020eV are addressed:

1. If a high statistics observation is obtained, will it be possible to do a meaningful

analysis of the mass composition?
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2. What constitutes an unusual signal that clearly indicates new physics or an

exotic primary composition (something di�erent from the protons and nuclei

which dominate the cosmic ray spectrum at lower energies)?

The main tool which is systematically developed is a exible air shower generator

which can be easily modi�ed to simulate air shower development under varying as-

sumptions about the underlying physics. For those wishing to make use of this gen-

erator, understanding this work is the �rst place to begin.

The remainder of this chapter breaks into three sections. The �rst gives a brief

summary of the experimental and theoretical agenda concerning future work on the

highest energy cosmic rays. This includes a brief discussion of the phenomenon that

makes this regime so puzzling: the GZK e�ect. The next section is an overview of

what is presently known about cosmic rays extending up to but not including energies

beyond 1020eV. Following this, a separate section is devoted to a brief consideration

of the highest energy events observed so far.

1.1 The big picture

Future experiments hope to form a clear picture of cosmic rays above 1020eV which

arrive at the top of the earth's atmosphere. Measurements will include a determina-

tion of the energy spectrum, an understanding of any pattern in arrival directions and

hopefully information about the composition of the cosmic rays (are they protons,

nuclei, something exotic?). Convoluted with information about composition is infor-

mation about hadronic interactions at these energies: in the collision of a primary

cosmic ray nucleon and an air-nucleus the center of mass energy is over 400 TeV,

more than two hundred times the energy available to collider experiments.

With a high statistics observation, it is hoped that a theory can be constructed

which is consistent with observation (energies, arrival directions, composition). This

theory must address not only the question of the acceleration mechanisms by which

cosmic rays achieve these enormous energies, but also explain the propagation of

cosmic rays from their sources to the earth. At present even a plausible picture which
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can address their existence is elusive. The sources which seem capable of the required

acceleration lie too far away. Interactions with the cosmic microwave background

radiation, a thermal bath of photons at 2.7 K which permeates all of space, degrade

the energies of protons above about 5 � 1019eV as they propagate through space.

This requires sources to be within about 100 Mpc if protons are to have a reasonable

chance of making the journey to Earth without a severe degradation of their energies.

This is a cosmologically near scale within which there are no known sources capable of

generating these highest energies. This energy threshold of about 5� 1019eV, known

as the Greisen-Zatsepin-Kuzmin or GZK cuto� was �rst pointed out by Greisen [7]

and independently by Zatespin and Kuzmin [8] in the 60's. It has been carefully

treated in a number of recent detailed simulations [9, 10].

If there are no cosmologically near sources, the energy spectrum should continue

only with greatly reduced intensity beyond the GZK cuto�. Simply put, the center of

mass energy of an ultra-high energy proton with an energy at the GZK cuto� and a

typical photon from the microwave background radiation sits near the � resonance,

an excited state of the proton which decays producing a nucleon and a pion. After

an interaction, the resulting nucleon's energy lies below the GZK cuto�; it can prop-

agate freely since kinematically the production of a pion is not allowed. At energies

suÆciently above the GZK cuto�, interactions can produce multiple pions. Since the

center of mass energies in these interactions are rather modest, this e�ect has been

studied in detail in the laboratory. Calculations of the cosmic ray spectrum for vari-

ous source distributions may di�er slightly in detail; however for energies greater than

1020eV, there does not seem to be any way around the conclusion that if the highest

energy cosmic rays are protons, they must have been created within tens of mega-

parsecs of the earth. The e�ect is even more dramatic for nuclei: interactions with the

same microwave background radiation break nuclei up at comparable energies [11].

1.2 Overview of cosmic rays

There are a number of very good treatments on the general subject of cosmic

rays. The best reference which spans all energies is the admirable two-volume work
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of Longair [12]. Works that speci�cally address higher energies include Sokolsky [13]

and Gaisser [14]. An excellent overview with an eye on future experiments is found

in the Pierre Auger Design Report [1]. The very brief treatment below is derived

from these works where much greater detail can be found. In particular, the work

of Sokolsky gives an excellent discussion of experimental techniques relevant to the

highest energy cosmic rays.

The di�erential energy spectrum of cosmic rays is described well by a power law

of the form

N(E)dE = KE�xdE: (1.1)

This power law form holds over many orders of magnitude beginning at about a GeV

(109eV) per nucleon and extending beyond 5 � 1019eV. The spectral index x varies

somewhat as a function of energy and composition but is always in the range between

about 2.5 and 3.1. Over this energy range the ux drops severely: the integrated ux

of cosmic rays arriving at the top of the Earth's atmosphere above about 1011eV is

around one particle per square meter per second, whereas the integrated ux above

1020eV is of the order of one particle per square kilometer per century.

The presence of a power law spectrum restricts acceleration mechanisms to those

that can produce this shape. A model known as Fermi acceleration which is capable

of explaining the power law form at modest energies (up to at least a PeV) involves

the acceleration of particles through repeated encounters with moving magnetized

plasmas. Fermi showed that on average the energy change in a particle encountering

a moving plasma cloud is positive and proportional to the particle's energy [15]. After

k encounters, the particle's energy will have grown to about E0(1+�)
k where � is the

average fractional gain in energy per encounter. This mechanism implies a power law

spectrum where the spectral index is given by x = Pesc=� where Pesc is the probability

per encounter that the particle escapes the region where acceleration can take place.

1.2.1 Energies up to a TeV

At the low end, where E refers to the kinetic energy per nucleon, up to about a

TeV the primary cosmic rays can be detected directly and their energy and charge



5

clearly discriminated. The spectral index x takes on values in the range 2.5|2.7 for

various atomic masses. Roughly 87% are protons, 12% are helium nuclei and about

1% are heavier nuclei.

The di�erences between species can be understood in terms of source production

and propagation from sources to the earth. The relative abundances of elements

produced at sources within the galaxy are modi�ed as nuclei propagate through the

interstellar medium. During their journey from source to earth they su�er collisions

with the nuclei of atoms of the interstellar medium which break the nuclei into smaller

fragments. This process is called spallation.

A fairly clear picture of the journey cosmic rays undertake in their propagation

from sources to the earth can be built up by comparing the cosmic ray abundances

to local solar abundances under the assumption that local solar abundances are char-

acteristic of the abundances at sources. The comparison of stable elements gives an

estimate of the amount of matter traversed. The presence of unstable elements gives

information about the propagation time. The combination of matter traversed and

a propagation time indicates the mean density through which the cosmic rays prop-

agate. The general picture is that cosmic rays at these energies wander in a random

walk fashion due to the random component in the galactic magnetic �eld, and that

they spend a signi�cant amount of time in the halo of the galaxy where the density

of target particles is a great deal smaller than within the interstellar medium of the

disk. A clear pedagogical treatment of the details can be found in Longair [12].

1.2.2 The knee and the ankle

The spectral index attens relative to about 2.5 in the range 1014�1015eV. Above
this range the spectrum steepens fairly dramatically giving rise to the feature in the

spectrum referred to as the knee. This steepening of the spectrum is often attributed

to the di�usion of cosmic rays from the galaxy, their higher energy making them more

diÆcult to contain.

In the range 1016� 1019eV, the spectral index steepens to about 3.08. A determi-

nation of the elemental composition in this range is diÆcult since detection is indirect,
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fraught with large systematic errors, and blurred by model dependence. The data

suggests a composition rich in heavy nuclei at the lower end of this range which be-

comes increasingly dominated by protons towards the high end. How this conclusion

is reached is discussed in more detail in the last chapter of this work.

At energies above 1019eV there is evidence for a attening in the cosmic ray spec-

trum. The AGASA group �nds a good �t with a broken energy spectrum character-

ized by a spectral index of about 3:16� 0:08 below 1019:01eV and 2:78+0:25�0:33 above [16].

This attening of the spectrum is often referred to as the ankle.

1.2.3 The highest energy cosmic rays

There are only a handful of events observed with energies greater than 1020eV.

The most recent are six events recorded by the AGASA [4] ground array between 1990

and 1997, and an event recorded by Fly's Eye [3], an air uorescence experiment. The

highest energy event recorded by the AGASA array has an energy in the range of

(1:7�2:2)�1020eV, while the Fly's Eye event was measured at (3:2�0:9)�1020eV (the

highest energy recorded so far). Given the limited number of events, it is impossible to

say anything with con�dence concerning patterns in arrival directions or composition.

The GZK cuto� implies that the primaries associated with these events originated

locally, within tens of megaparsecs (assuming they are protons). However there do not

seem to be any accelerators in the local vicinity which seem capable of achieving these

energies. It is tempting to try and extend Fermi's model of acceleration up to these

energies, however particles can not attain arbitrarily high energy by this mechanism;

as they attain higher and higher energies they become increasingly diÆcult to con�ne

magnetically to the region of acceleration. The maximum energy obtainable in the

simplest model of Fermi acceleration by a particle with charge Ze is given by

Emax � �c� Ze�B � L (1.2)

where �c is the shock velocity, B is the magnetic �eld strength and L is the size of the

acceleration region. It seems that only large structures associated with galaxies and

groups of galaxies may potentially have the �eld strengths and dimensions needed



7

to achieve these energies. Such structures do not appear to lie within the requisite

range.

It may be possible that some kind of compact object might accelerate particles

to these energies with some kind of \one-shot" mechanism due to extremely intense

electric �elds. Closer examination suggests that coming up with a suÆciently eÆcient

mechanism is nearly impossible since these types of environments also give rise to

e�ects which degrade the energy of the accelerated particles.

Theorists are at the stage of entertaining any plausible scenario to explain the

highest energy events. A later chapter in this work considers one such scenario: the

highest energy cosmic rays are neutrinos which interact inelastically in the atmosphere

in much the same way that nucleons do [17]. The problem of the GZK cuto� is

avoided because the center of mass energies associated with the massless neutrino

and cosmic microwave background photons are not high enough to generate pions.

Such a suggestion requires uni�cation of the fundamental forces at an energy much

smaller than is conventional, however present limits from collider experiments do not

rule out this possibility.

Is it possible that the events detected so far are not as energetic as they seem,

or maybe they are something other than cosmic ray induced showers? Not likely.

Firstly, AGASA and Fly's Eye measure quantities closely related to the number of

electrons in the shower front. A rough estimate of the number of electrons in the

shower front during the bulk of its development is given by � � E0=GeV where � is

a number of the order of (but less than) one. This means that the shower fronts for

the highest energy events contain of the order of 1011 electrons. While uctuations

in this number are expected, it is diÆcult to overestimate energies by more than

a factor of two. Secondly, outside of their enormous energies, the events measured

by AGASA and Fly's Eye are normal looking events. It is extremely unlikely that

something other than a cosmic ray induced shower could coincidentally produce the

characteristic signals. These issues are addressed in detail for the Fly's Eye event [3].
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Chapter 2

Electromagnetic Cascades

The longitudinal pro�le of a cosmic ray induced shower can be understood as a

superposition of electromagnetic subshowers. These subshowers are initiated by the

decay of neutral pions produced in the hadronic core of the shower. The general

features of how this hadronic core evolves is detailed in the next chapter. For now it

is enough to know that there is a mechanism by which the bulk of the energy in a

proton or nucleus induced shower is ultimately transferred into neutral pions. Each

of these neutral pions initiates a pure electromagnetic subshower by its decay into

two photons. Consequently, a solid understanding of pure electromagnetic cascading

is needed before progressing to showers containing a hadronic core. This chapter dis-

cusses general features of electromagnetic cascading and develops parameterizations

describing pure electromagnetic cascades. Many of the features discussed here ap-

ply to hadronic showers as well; consequently, some attention is devoted to hadronic

showers as a way of preparing for more detailed discussions to follow in later chapters.

The discussion centers around the standard formulas describing electromagnetic

processes due to Bethe and Heitler [18]. This is entirely suitable for the energies at

which parameterizations of pure electromagnetic cascades are required. Above about

100 PeV, the LPM e�ect, see Section 5.5, suppresses electromagnetic cross sections

for interactions in air. Since the focus of this chapter is on the development of param-

eterizations at energies for which Bethe-Heitler physics is suitable, it is unnecessary

to address the LPM e�ect at this stage.
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2.1 Basic Description

There are two basic multiplicative processes which control the development of

the longitudinal pro�le for pure electromagnetic cascades: pair production, the pro-

cess by which a photon is destroyed and an electron-positron pair is created; and

bremsstrahlung, where an electron or positron radiates a photon. At energies signif-

icantly greater than about 108eV, these processes overwhelmingly dominate. These

splitting processes can continue for many generations until the shower energy is dis-

sipated through ionization losses by the electrons and positrons in the cascade.

The qualitative picture of the cascade is of a thin widening disc of particles prop-

agating through the atmosphere at nearly the speed of light. As the disk propagates,

the total number of particles grows exponentially as successive generations of particles

lead to the generation of particles with lower and lower energies. The total energy

of the particles in the disk at any stage plus the total of all energy losses up to that

point which do not lead to the generation of further particles must add up to the

energy of the primary particle which started the shower. While the disc widens due

to scattering, the lateral spread can be considered separately from the longitudinal

development of the shower. The discussion in this work focuses on a one-dimensional

treatment of cascades.

Before getting into details, a brief comment on units is in order. All references to

lengths and depths are understood to be in units of mass per area. This describes

lengths in terms of the amount of matter traversed rather than in terms of distance.

This is a natural way to describe cascading since electromagnetic processes unfold

according to the amount of matter traversed. For media of a �xed density the two

viewpoints of matter traversed versus distance are equal up to a proportionality con-

stant, but in general the density of the medium can vary. For showers with small

zenith angles, the depth at some stage in development, X, is related to its height in

the atmosphere, h, through the relation,

X = sec(�)�
Z
1

h
�(h0)dh0: (2.1)

Here, �(h) is the density pro�le of the atmosphere and � is the zenith angle of the
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shower (showers coming in at larger zenith angles traverse more matter to reach a

�xed height than showers coming in closer to the vertical). Decay processes such

as �+ �! � + �� are best described in units of distance (taking all particles to be

moving at approximately the speed of light). In such cases, Monte Carlo simulation

requires changing between these two viewpoints so that a random sampling between

decay and interaction is possible.

At an elementary level, pair production and bremsstrahlung can be viewed as

splitting processes in which the initial particle splits into two after propagating some

length. Pair production and bremsstrahlung are closely related processes, and conse-

quently they are described by the same length scale. All such splitting processes give

rise to the same general features when applied to cascading. Thus for the sake of sim-

plicity, consider a model where the distance of propagation in g=cm2 is a �xed length

for all particles and that the energy of a parent particle is equally divided between

its two o�springs. This toy model was �rst discussed by Heitler in an elementary

treatment of electromagnetic cascading [19]. The number of particles in the cascade

as a function of depth is given by

N(X) = 2X=�; (2.2)

where X is the depth in the atmosphere and � is the propagation length for the

splitting process. The cascade continues to grow until the particles reach a critical

energy, Ecrit, where ionization losses become the dominant process at which point the

particles are quickly absorbed. At this depth, the shower has reached its maximum

size which is

N(Xmax) = E0=Ecrit (2.3)

where E0 is energy of the initiating particle. Solving for the depth at which shower

maximum is reached,

Xmax = �
ln(E0=Ecrit)

ln 2
: (2.4)

Obviously this is a highly simpli�ed picture: propagation and splitting are random

processes and so qualitatively it is expected that the shower gradually diminishes in
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size once it passes maximum. Still, some basic conclusions can be drawn:

Nmax / E0 (2.5)

and

Xmax / ln(E0=Ecrit): (2.6)

Both are general properties of multiplicative cascades and also hold true for hadronic

showers. These features carry over to actual electromagnetic cascades because the

products of pair production and bremsstrahlung have energies less than but of the

order of the parent energy while losses due to ionization are nearly constant exhibiting

only a mild logarithmic dependence on the electron energy (assuming the electrons

are relativistic, E � mc2). Thus, ionization losses are inconsequential until losses

over the characteristic length are of the order of the particle's energy.

2.2 The Track Length Integral

An important feature of cascades is the track length integral which relates the

longitudinal pro�le to the energy of the initiating particle,

E0 � ��
Z
Ne(X)dX: (2.7)

Here, Ne(X) is the number of electrons and positrons in the shower at depth X and

� is the average energy loss rate per particle. Technically, when this is extended to

hadronic cascades the integral is over all charged particles; however, the overwhelming

majority are electrons and positrons. Also for hadron initiated showers, a fraction of

the shower's energy (about 5% for protons around 1020eV and 10% for iron at the

same energy) is channelled into muons and neutrinos. In these cases the track length

integral gives a lower bound on the primary energy. This is demonstrated in Chapter

4 where this fractional energy loss is directly calculated.

Since the ionization energy loss rate is characterized by a mild logarithmic de-

pendence on the particle energy, the average energy loss rate can be taken at the

energy at which the majority of electrons and positrons are found. Keeping in mind
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the simple splitting model of electromagnetic cascades, this means energies at which

ionization losses represent the dominant process (E � Ecrit). There are a number of

formal de�nitions of the critical energy. Often it is de�ned as the energy at which en-

ergy losses due to bremsstrahlung equal those due to ionization, or sometimes as the

energy at which the ionization losses per radiation length are equal to the electron's

energy [20]. The radiation length, denoted here as Xrad, is the natural length which

characterizes electromagnetic cascading and is de�ned as the length over which a high

energy electron loses all but 1=e of its energy [21] (Xrad � 37:1g=cm2 for electrons in

air). Approximately, both de�nitions of the critical energy give the same numerical

value, Ecrit = 81MeV. The energy loss rate due to ionization is then given by

� � Ecrit

X0

= 2:18MeV=(g=cm2): (2.8)

Detailed simulations by Hillas [22] indicate that properly including the energy de-

pendence of ionization rates and integrating over the energy distribution of particles

leads to an average energy loss per particle of 2:24Mev=(g=cm2), a small di�erence

given the large errors present in the reconstruction of the longitudinal pro�le from

an experimental signal. Since this energy loss rate is characteristic of the region near

the critical energy, it will not signi�cantly change as a function of the primary energy

for ultra-high energy cascades since the primary energy is many orders of magnitude

higher than the critical energy. Consequently, the choice of energy loss rate e�ects

only the overall normalization of the longitudinal pro�le, not its shape.

Another consequence of the primary energy being many orders of magnitude

greater than the critical energy is that the correspondence between the track length

integral and the energy deposited in the electromagnetic cascade is not subject to sig-

ni�cant stochastic uctuations over sets of showers characterized by the same primary

energy. (for a shower of energy 1020eV, the number of particles at shower maximum

is of the order of 100 billion). Large uctuations in the shape of the pro�le can be

traced back to the early stages of the cascade where only a few particles carry most

of the shower's energy, however these uctuations do not e�ect the area underneath

the pro�le. Area is �xed by the later stages of shower development. With respect

to showers induced by protons or nuclei, the stochastic nature of charged pion decay
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versus interaction can introduce large uctuations in the fractional energy channelled

into the electromagnetic cascades for primary energies around a PeV. But for ultra-

high energies greater than 1018eV virtually all charged pions interact. In fact, at these

energies it is important to consider the hadronic interaction of neutral pions.

Given the large number of particles which make up a shower, Simulation must

make use of parameterizations which describe the average development of subshowers.

The general technique is to express the longitudinal pro�le as a superposition of

many subshowers each of which contributes only a small part to the track length

integral. Each of these subshowers can then be parameterized by its average without

compromising the modeling of uctuations in the development of the total shower.

This is done by parameterizing all particles with energies below an energy threshold,

Ethr = xthr � E0 with xthr � 1. All parameterizations which are developed for this

purpose are constrained such that the track length integral gives the energy channelled

into the electromagnetic cascade.

2.3 Analytic Cascade Theory

What are sought are solutions to cascade equations which represent the average

development of longitudinal pro�les corresponding to a single initiating particle. The

classic works which remain the standard reference on analytic cascade theory are due

to Rossi and Greisen [21, 24]. A useful summary appears in Gaisser's book [14]. The

equations to be solved are coupled cascade equations which describe the development

of photons and electrons (together with positrons). Analytic calculations of this

type are prohibitively diÆcult unless some approximations are made. Even with

approximations, exact solutions are unattainable.

There are two standard approximations that are typically made. What is referred

to as approximation A treats pair production and bremsstrahlung in the \complete

screening" limit. In this high energy limit the atomic electrons screen the nucleus so

that these processes occur only for impact parameters less than the e�ective radius

of the atom. For electrons in air, this holds for energies greater than about 40 MeV.

In this approximation, all cross sections scale with energy. In other words, the prob-
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ability that a parent particle of energy E0 after traversing a distance dX produces a

particle of energy between vE0 and (v + dv)E0 is a function of only v and contains

no reference to the parent energy. Ionization losses are ignored. Approximation B is

the same except that ionization losses are included as a constant energy loss term.

To motivate the form of the parameterizations which are adopted, consider a

cascade equation,

dn(E; t)

dt
= �n(E; t) + 2

Z 1

0
n
�
E

v
; t
�
dv

v
; (2.9)

which gives the di�erential energy spectrum of particles, n, as a function of depth, t.

It is explicitly in scaling form. This re�nement of the simple splitting model discussed

above describes propagation with the depth expressed in units of the mean free path

and splitting into two particles of the same type with a at distribution between zero

and the parent energy. In terms of a Monte Carlo algorithm, this corresponds to

choosing the distance of propagation by sampling an exponential distribution with

unit mean free path and splitting the parent energy using a uniform deviate in the

range zero to one to sample the fractional energy of one of the two secondary particles

with the remaining fraction going to the other. Though this cascade equation is sim-

ple, its solution entails the same procedures as in calculations under Approximation

A.

To solve this equation for the initial condition of a single particle, begin by ex-

pressing the cascade equation in terms of the Mellin transform of n(E; t),

M(s; t) =
Z
1

0
Esn(E; t)dE: (2.10)

This is done by multiplying the cascade equation by Es and integrating over E. After

a little manipulation the transformed equation is,

dM(s; t)

dt
= �(s)M(s; t): (2.11)

where �(s) = (�1+2=(s+1)). Applying the boundary condition n(E; 0) = Æ(E�E0),

the solution to this equation is

M(s; t) = Es
0 exp[�(s)t]: (2.12)
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As with the analogous equations for photons and electrons under approximation A,

it is only in the inversion of the Mellin transform of n(E; t) that approximations are

required,

n(E; t) =
1

2�i

Z +i1+s0

�i1+s0
E�(s+1)M(s; t)ds: (2.13)

After substituting in M(s; t) and with a little rearrangement, the solution takes the

form,

n(E; t) =
1

E

1

2�i

Z +i1+s0

�i1+s0
exp[�(s)t + sy]ds; (2.14)

where y = ln(E0=E). The integral can be approximated using the method of steepest

descents. This involves expanding the argument of the exponent up to second order

in s about its saddle point leaving a Gaussian integral to be computed by contour

integration. The result is,

n(E; t) � 1

E
q
2��00(s)

exp[�(s)t+ sy] (2.15)

where s is a function of the depth t and is determined by the relation

�0(s) + y = 0 (2.16)

which is the condition for the extremum in the argument of the inverse Mellin trans-

form integral.

Approximately, the depth at maximum, T , is reached when the argument of the

exponential attains a maximum,(
d

ds
[�(s)t+ sy]

)
ds

dt
+ �(s) = �(s) = 0: (2.17)

In general, for cascade equations of the type under consideration this is satis�ed

when s = 1 as can be veri�ed for the present case. The parameter s is called the age

parameter for the reason that the shower grows in size as s grows until s reaches one

after which the shower decreases in size. Solving for T ,

T = 2y = 2 ln
E0

E
: (2.18)

The depth at maximum has the expected functional dependence on the primary and

target energies.
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Figure 2.1: The depth at maximum as a function of primary photon energy as pre-
scribed by standard electromagnetic cascade theory.

2.4 The Greisen Formula

An expression introduced by Greisen [25] which describes the total number of

electrons and positrons in a photon induced cascade under approximation B is given

by,

Ne(t) � 0:31p
y
exp[�1(s)t+ sy] (2.19)

where t is the depth measured in radiation lengths,

y = E0=Ecrit; (2.20)

�1 � 1

2
(s� 1� 3 ln s) (2.21)

and

s =
3t

t + 2y
: (2.22)

The function �1(s) emerges in the same manner as �(s) in the simpli�ed cascade

equation. Note the similarity to the solution for the simpli�ed case. Solving for
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s = 1, the depth at maximum is given by

T � ln
E0

Ecrit

: (2.23)

Figure 2.1 shows the depth at maximum as a function of photon energy where the

depth has been converted to units of g=cm2. The slope of this line is called the

elongation rate. That the elongation rate is constant is a reection of the scaling

nature of the physics described so far. Any scaling model of physics which ultimately

reduces the cascade to a superposition of photon induced subshowers is characterized

by this same elongation rate. Experimental measurements of a changing elongation

rate can be a tell-tale sign of a changing composition or of scaling violations in the

physics [13]1.

Since the solution under approximation B includes ionization losses as a constant

energy loss term, the overall constant in front of the exponent in Equation 2.19 can

be understood as a normalization factor which gives the correct value for the track

length integral. With some manipulation, the solution can be expressed in a more

conventional form,

Ne(t) =
0:31p
y
exp[t(1� 3

2
ln s]: (2.24)

Recent Monte Carlo simulations which treat more detail than is possible with analytic

methods verify that this formula describes photon induced showers quite well [26].

Figure 2.2 shows the Greisen formula for a photon shower of energy 1020eV. The

basic shape of the pro�le is characteristic of all longitudinal pro�les including those

induced by hadrons: the area is �xed by the energy, and the depth at maximum

lies near ln(E=Ecrit). An important feature to notice is how deep the bulk of the

shower develops. The units of depth have been translated to units of g=cm2. The

length which characterizes the early interactions in the shower is the radiation length,

Xrad = 37:1g=cm2. It is the early interactions which are the only source of signi�cant

uctuations in shower development. The length associated with uctuations is much

1Recall that scaling refers to the fact that no explicit reference to the primary energy is needed to
describe bremsstrahlung or pair production. With respect to hadronic interactions, when there are
e�ects which require knowledge of the energy to describe interactions, the physics is said to exhibit
scaling violations.
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Figure 2.2: Shower size versus atmospheric depth as described by the standard Greisen
formula for a 1020eV photon initiated shower.

less than the depth at maximum of the total shower which is around 1000g=cm2.

Therefore uctuations in the development of the longitudinal pro�le consist of small

deviations from the average in the depth at maximum, Xmax, and in the size at

maximum, Nmax.

The same holds true for hadronic showers where the length scale of interactions is

of the order of the radiation length, though the rise to maximum is somewhat steeper

giving a shallower depth at maximum by about 100g=cm2 for proton induced showers

and about 200g=cm2 for iron induced showers. The steeper rise is due to the large

number of pions that can be produced in a single hadronic interaction. The number is

of the order of hundreds for hadrons on a nuclear target. For nuclear primaries there

is the added e�ect that the shower begins in a more advanced stage of development

since it is comprised of a number of nucleons which share the primary energy equally.

Still the basic arguments concerning electromagnetic cascades apply here as well. It

is safe to say that unless there are dramatic changes in the lengths associated with

with the early stages of shower development, the characteristic shape depicted in
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Figure 2.2 holds true for all showers at the highest energies even once uctuations in

development are considered.

2.5 A Modi�ed Greisen Formula

Equation 2.24 describes photon induced cascades relative to the photon's depth

of creation. However all pure electromagnetic showers, such as those induced by

electrons or the decay of neutral pions, evolve in a similar way. While the depth at

maximum for showers of a �xed energy may di�er slightly depending on the nature

of the initial conditions, all pure electromagnetic showers scale in the same manner

as the primary energy is varied. In other words the depth at maximum in radiation

lengths for any pure electromagnetic shower is given by,

T � ln
E0

Ecrit
+ �; (2.25)

where the constant � depends on the initial conditions of the shower. The scaling with

energy is a reection of the multiplicative processes which govern the development of

the shower (pair production and bremsstrahlung) irrespective of the shower's initial

conditions. This suggests that the average pro�le for any type of electromagnetic

shower can be �tted with a modi�ed Greisen formula of the form,

Ne(t��) = A exp[t(1� 3

2
ln(s)]; (2.26)

where

s =
3t

t+ 2y
(2.27)

with

y = E0=Ecrit � �: (2.28)

A positive � pushes the entire pro�le to a deeper depth without changing the shape

while a positive � gives a shallower depth at maximum by steepening the rise in the

pro�le. The factor A is �xed by requiring the track length integral to give the total

subshower energy. The factors � and � can be determined for a variety of initial

conditions with the help of Monte Carlo simulation of the earliest stages of shower
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development and requiring consistency with the prescription � = 0 and � = 0 for

photon induced cascades relative to the photon's depth of creation.

A form which only considers a shift of the entire pro�le was used to �t a detailed

simulation of electron induced showers [26]. The additional parameter � included here

can be meaningfully �tted because the approach adopted here is di�erent: the focus

is to develop parameterizations which imply the highest level of consistency with

the standard Greisen formula which describes photons. The techniques described

below sacri�ce a precise modeling of bremsstrahlung in exchange for a higher level

of consistency between Monte Carlo simulation and parameterization. Consequently,

there is negligible error associated with average quantities such as the average depth at

maximum, but potentially small errors in the description of uctuations. These would

be evident only in pure electromagnetic cascades where early development contains

electrons which individually carry a signi�cant proportion of the total shower energy.

In the Fly's Eye analysis of the mass composition [27] (which predominantly relies

on the elongation rate, an average quantity), systematic errors associated with the

hybrid use of the Greisen formula along with Monte Carlo techniques are estimated

at about 10g=cm2. While small with respect to the reconstruction errors associated

with individual showers, it is important in the analysis of sets of showers.

The prescription � = 0 and � = 0 is essentially the standard Greisen formula,

though the overall normalization is adjusted by a few percent to give the appropri-

ate contribution to the track length integral. Ultimately this di�erence is negligible

compared to other errors associated with an experimental measurement. However, in

a practical sense it is useful to enforce the relationship between energy and the track

length integral precisely since the energy channelled into the electromagnetic cascade

is a quantity which is easily tracked in a Monte Carlo simulation. In any case, an

exact calculation under approximation B, if it were possible, would respect this rela-

tion exactly since energy loss is only through a constant term. Tracking the energy

deposited into the electromagnetic cascade separately from the actual pro�le aids in

the �tting of pro�les: the �tted pro�le can be constrained to give the appropriate

track length integral.
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2.6 Procedure for developing parameterizations

The remainder of this chapter is concerned with �xing parameters for a number of

initial conditions. An average pro�le is constructed through a combination of Monte

Carlo simulation and parameterization. Beginning with the Monte Carlo simulation

of propagation and/or generation, particles are parameterized as soon as they are in

a form for which the parameterization is known. Average pro�les are generated for a

set of 10,000 primaries of �xed type and energy, all injected at a depth of zero. A �t

is performed by adjusting the modi�ed Gresien parameters, � and �, to maximize

the area of overlap between the �tted and the actual pro�les. This is chosen over a

least-squares �tting procedure since it is more closely connected with the track length

integral which is measured experimentally. This criterion naturally suppresses �tting

the shower in regions where the shower size is small.

With 10,000 trials, the errors are reduced to about 0.01 radiation lengths in ���
(the total shift in the depth at maximum) and 0.1 radiation lengths in the correlated

values of the � and �. In other words, the �t is sensitive to the overall shift in the

depth of maximum but rather insensitive to whether the shift is accomplished through

a slight deformation in shape or through a shift of the entire pro�le. The discrepancy

between the simulated and the best �t pro�les is generally of the order 0.1% or less.

While the modi�ed Greisen formula scales with energy, it is still best to conduct

the simulations at an appropriate energy. The goal is to understand the features of

showers of energies greater than 1020eV. So that uctuations are captured, param-

eterizations are used only for particles with energies less than a speci�ed simulation

threshold. An energy threshold of 1=1000�E0 is suitable. This can be seen by com-

paring uctuations in proton initiated showers as a function of threshold. The result

is that any threshold lower than about 1=300� E0 suÆciently captures uctuations.

Intuitively, it is easy to see that this is the case since each subshower contributes

to the track length integral in proportion to its energy. Thus an appropriate energy

for the purpose of developing parameterizations is about 1017eV. This is used as the

initial energy for all simulations discussed in the following sections.
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2.7 Neutral pions

For showers induced by protons or nuclei, the electromagnetic component of the

shower is fed by the decay of neutral pions produced in the hadronic core of the

shower. For applications in which the average properties of full hadronic showers are

sought, it is suÆcient to understand electromagnetic cascading only at the level of

the average pro�les of subshowers induced by the decay of neutral pions.

In the rest frame of the neutral pion, the photons share the energy of the pion

equally with their momenta directed opposite one another. When boosted to the lab

frame, the energy of the photon oriented at angle � with respect to the boost axis is

given by

E =
m�

2
(1 + � cos �) (2.29)

where  is the Lorentz factor and � is the velocity of the neutral pion in the lab

frame. Since the decay is isotropic in the lab frame, the distribution of photons is

dn

d

/ dn

d cos(�)
/ dn

dE
= constant: (2.30)

In the ultra-relativistic limit where � � 1, this implies that the energy distribution

of photons in the lab frame is at between zero and the parent neutral pion's energy.

The simulation is performed by assigning the fractional energy of one of the photons

as a uniform deviate and assigning the remaining fraction to the other photon. These

photons are parameterized using the modi�ed Greisen formula with � = 0 and � = 0.

The resulting �t for the modi�ed Greisen formula which describes neutral pions

relative to their depth of decay is � = 0:33 and � = �0:17. The overall shift in the

depth at maximum, � � � = �0:50, can be understood with a simple calculation.

The photons from the decay of the neutral pion contribute to the pro�le each with

a weight proportional to its energy. Thus an approximation to the �nal depth at

maximum is a weighted average over the depths at maximum in the distribution of

photons stemming from the decay. Using Equations 2.23 and 2.30,

T �
Z 1

0
fx ln[xE=Ecrit] + (1� x) ln[(1� x)E=Ecrit]gdx: (2.31)
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Here x represents the fractional energy of one of the photons relative to the parent

neutral pion. All values of x are equally probable. Carrying out the integration,

T � ln(E=Ecrit)� 0:5 (2.32)

which indicates that the average pro�le for neutral pions reaches maximum 0.5 radi-

ation lengths sooner than a photon shower of the same total energy.

2.8 Deconvoluted photons

The standard Greisen formula describes photon induced subshowers relative to the

photon's depth of creation. It is desirable to have a parameterization which describes

the subshower relative to the photon's depth of pair creation since the sampling of

starting point uctuations is much less computationally intensive than the parame-

terization of the subshower. Starting point uctuations are the dominant source of

uctuations in development. A �rst approximation pulls the standard Gresien for-

mula back by one mean free path and pushes it forward by randomly sampling an

exponential distribution. In this approximation, the shape of the pro�le still reects

the convolution over starting depths. A better method is to �nd those values of �

and � which when convoluted over starting point uctuations implies the average

pro�le relative to the photon's depth of creation. The shape of the resulting pro�le

is slightly steeper (giving a slightly larger size at maximum) to counteract the mild

attening which occurs from convoluting over starting depths.

The mean free path for pair creation under approximation A in units of radiation

lengths is given by

�pair =
�Z 1

0
 (u)du

��1
� 1:29; (2.33)

where  (u)dtdu is the probability that after propagating dt radiation lengths, a pho-

ton produces a pair in which the positron (or equivalently the electron) carries a

fraction u of the photon's energy. The explicit form of the function  (u) is needed

in the next section when electron induced subshowers are addressed, but for now all

that is needed is the numerical value for the mean free path.
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For photons relative to the depth of pair creation, � = 1:10 and � = �0:19 gives
the best �t. As expected, ��� = 1:29 gives the mean free path, and the bulk of the

shift is accomplished through � which implies a slightly steeper pro�le.

2.9 Electrons

The results of the last section can be used in the description of subshowers induced

by electrons relative to their creation depth. The simulation proceeds by carrying out

pair production and parameterizing the resulting leptons. The pro�le constructed

after summing many events should give the average pro�le for photons relative to

their depth of pair creation.

To carry out pair production, the energy of one of the leptons is sampled using

the probability distribution [14],

 (u) =
2

3
� 1

2
b+

�
4

3
+ 2b

��
u� 1

2

�2
(2.34)

where u is the fractional energy of the lepton and,

b = (18 ln[183=Z1=2])�1 � 0:0122: (2.35)

The distribution is symmetric about u = 1=2, so there is no di�erence between the

electron and the positron as far as cascading is concerned. The search through pa-

rameter space gives � = 0:80 and � = �0:01 for electrons relative to their depth of

creation.

2.10 Bremsstrahlung and an e�ective model

In approximation A, the probability for an electron (or positron) after propagating

dt radiation lengths to radiate a photon which carries o� a fraction v of the electron's

energy is given by [14],

�(v) = v +
1� v

v

�
4

3
+ 2b

�
: (2.36)
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In the context of a Monte Carlo algorithm, this expression is diÆcult to handle because

it is logarithmically divergent as v �! 0. In traversing a depth dt, an in�nite number

of photons with energies arbitrarily close to zero are radiated,

dN(v < Æ)

dt
=
Z Æ

0
�(v)dv =1: (2.37)

Consequently, it is impossible to assign a mean free path for the radiation of a single

photon even though the energy loss rate is perfectly well de�ned,

dE

dt
=
Z 1

0
(vE)�(v)dv = �E(1 + b) � �E: (2.38)

The standard procedure for dealing with this problem is to introduce a cuto�, vmin,

which is much less than the smallest energy of interest. Above this cuto�, a Monte

Carlo splitting algorithm can be used though care must still be taken to treat the

energy losses below this cuto� [14]. Here, a much simpler approach is adopted. For

showers induced by protons or nuclei, it is rare that an electron is produced that

carries a signi�cant fraction of the shower's energy. Consequently, any Monte Carlo

algorithm that introduces uctuations in electron subshowers in some manner while

still implying the correct average pro�le is suitable for most purposes. This approach

which focuses on self consistency with the parameterization for photon induced cas-

cades may even be preferable since it avoids the systematic error in the depth at max-

imum that can result from applying a hybrid Monte Carlo/parameterization scheme

to the cascading of photons and electrons as discussed above.

2.10.1 A simple e�ective splitting model

A simple model which overestimates uctuations is an e�ective splitting model

with a uniform deviate and with an associated e�ective mean free path. Following

the same line of argument that led to Equation 2.31, the e�ective mean free path

satis�es,

ln(E=Ecrit) = �e� +
Z 1

0
fx ln[xE=Ecrit] + (1� x) ln[(1� x)E=Ecrit]gdx: (2.39)

With a little manipulation this reduces to,

�e� = �2
Z 1

0
x ln(x)dx = 0:5: (2.40)
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This model ignores the distinction between leptons and photons and considers an

e�ective particle which splits to create particles of the same type.

2.10.2 A more general e�ective splitting model

This model can be made more general by introducing a parameter which controls

the splitting. Suppose the fractional energy of one of the resulting particles is drawn

from the distribution

p(x)dx = (� + 1)(1� x)�; (2.41)

with the remaining fractional energy going to the other particle. The generalization

of Equation 2.40 takes the form,

�e� = �
Z 1

0
(� + 1)(1� x)�[xln(x) + (1� x)ln(1� x)]dx: (2.42)

The average fractional energy of the particle sampled from Equation 2.41 is given by

< x >=
Z 1

0
x(� + 1)(1� x)�dx =

1

2 + �
: (2.43)

So the general splitting model requires the setting of a single parameter which can

be expressed either as an e�ective mean free path or as the average energy of the

typically lower energy e�ective particle. Table 2.1 gives the results of Monte Carlo

simulations for a number of e�ective mean free paths. As expected, the di�erence

between � � � for electrons relative to the depth of creation and for the e�ective

particles relative to the depth of splitting is equal to the e�ective mean free path.

After deconvoluting for an e�ective mean free path, the splitting algorithm can

be used to �x the average energy of the typically lower energy particle, < x >. The

particles resulting from the split are immediately parameterized using the average

pro�le for electrons relative to their depth of creation. The pro�le constructed in

this way is compared with the modi�ed Greisen formula describing the deconvoluted

e�ective particle. In other words, once an electron is created, it is viewed as an

e�ective electromagnetic cascading particle. Since � and � are already �xed, < x >

is the only free parameter. This parameter has been �xed in two independent ways: by

the Monte Carlo technique as used above and through Equation 2.42. Both methods
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�e� � � error (%) < x > error (%)

0.5 0.97 -0.34 0.06 0.50 0.39
0.4 0.91 -0.30 0.04 0.18 0.17
0.3 0.86 -0.25 0.02 0.11 0.06
0.2 0.83 -0.18 0.02 0.024 0.16
0.1 0.81 -0.10 0.02 0.060 0.21
0.0 0.80 -0.01 0 0 0

Table 2.1: Modi�ed Greisen parameters and the average fractional energy of the typi-
cally lower energy particle for e�ective electromagnetic splitting models characterized
by an e�ective mean free path. The error represents the discrepancy in area overlap
between the simulated and the target pro�les.

agree up to two signi�cant �gures which is all that is allowed by the Monte Carlo

technique with 10,000 iterations; in any event, Equation 2.42 is only approximate.

Table 2.1 shows the results.

2.10.3 Choosing a model

Which e�ective model is most appropriate? The simplest answer is to choose a

middle of the road model which does not greatly overestimate uctuations but doesn't

ignore them either. The e�ective splitting model with �e� = 0:5 certainly overesti-

mates uctuations since it samples a at distribution for the splitting. Adopting

�e� = 0:3 is probably a reasonable choice; it also has the bene�t of having the lowest

error of the models investigated so far (see Table 2.1).

The errors listed in Table 2.1 suggest a method for choosing an appropriate model.

One might expect that the error would decrease as the limit of �e� = 0 and < x >= 0

is approached. However this is not the case, the errors for the models investigated

suggest a minimum exits. Though all the errors are fairly small, they reect the

degree to which an e�ective model if carried out in full gives the pro�le shape which

is characteristic of electromagnetic cascading. While any e�ective model does a good

job of representing the average depth at maximum as a function of energy, the shape

of the pro�le is sensitive to the choice of model. To illustrate this, consider the

e�ective model with �e� = 0:5. Figure 2.3 compares the modi�ed Greisen formula
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Figure 2.3: Comparison of the longitudinal pro�les for primaries at 1018eV using an
e�ective splitting model with �e� = 0:5. The Monte Carlo averaged 1000 showers
using a simulation threshold of 1015eV.

for electrons relative to their depth of splitting to an average pro�le constructed by

simulating with the e�ective model. The primary energy is 1018eV. For the Monte

Carlo, particles below 1015eV were parameterized and the average was constructed

over 1000 showers. While the depths at maximum agree, the sizes at maximum di�er

by close to ten percent.

A random search was performed to �nd the most appropriate splitting model.

The correspondence between �e� and � as shown in Table 2.1 is well represented by

a power law,

� = 0:657(�e�)
1:95: (2.44)

Once � is �xed, � is determined through the relation,

�e� = ��� (2.45)

so that the correct depth at maximum results; < x > is �xed by Equation 2.42

where it has been tabulated so that interpolation can be used to solve for < x >
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Figure 2.4: Results of the random search for the best e�ective splitting model. There
is a clear minimum near �e� = 0:31.

numerically. The result is shown if Figure 2.4; a sharp minimum is clearly evident.

The pro�les depicted in Figure 2.3 were recalculated and are shown in Figure 2.5.

The near perfect agreement suggests that this e�ective model adequately describes

electromagnetic cascading. This result also con�rms that the modi�ed Greisen pa-

rameters can be taken to be energy independent since the simulation which utilized

the e�ective splitting model parameterized electrons at energies orders of magnitude

lower than the energy at which the modi�ed Greisen parameters were calculated.

2.11 Fluctuations in shower development

To what degree does the use of an e�ective model for electrons compromise the

modeling of uctuations in hadronic showers? The dominant source of uctuation-

s in hadronic showers is in the starting depth of the shower (the depth of the �rst

hadronic interaction), and to a lesser extent development uctuations associated with

the few highest energy secondaries with energies comparable to that of the prima-
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Figure 2.5: Comparison of the longitudinal pro�les for primaries at 1018eV using
the best e�ective splitting model. The Monte Carlo averaged 1000 showers using a
simulation threshold of 1015eV.

ry. Development uctuations associated with electrons is of little consequence since

electrons do not typically possess energies comparable to the primary energy at any

stage in shower development. This is due to the multistage process which leads to

their generation.

The dominance of starting point uctuations is illustrated in Figure 2.6 which

shows the depth at maximum distribution for photon induced cascades at 1018eV. The

e�ective splitting model is compared with immediate parameterization of electrons.

In the case where electrons are parameterized immediately, only the primary photon's

depth of pair production along with the energy assignment of the resulting electrons

are sampled randomly. When an e�ective splitting model is employed the width of the

distribution widens slightly and a shallow depth tail emerges for showers that develop

very rapidly. It is clear though that uctuations in the propagation and splitting of

secondary particles is not a large source of uctuations in the total shower. This e�ect

is even less important in hadronic showers since the �rst interaction of the primary
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Figure 2.6: Depth at maximum distributions for 1018eV photon initiated showers. In
the top histogram electrons are described by their average relative to their depth of
creation. The bottom histogram uses the e�ective splitting model with a simulation
threshold of 1015eV. Each set is comprised of 1000 showers.
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Figure 2.7: Longitudinal pro�les for ten 1018eV photon showers. The e�ective split-
ting model was used to conduct Monte Carlo simulation down below 1015eV.

can generate hundreds of secondaries (though most of the energy is carried by only a

few hadrons).

Figure 2.7 shows the longitudinal pro�le for ten photon induced showers at 1018eV

simulated with the e�ective splitting model. As discussed earlier, since the length

scale of propagation is much smaller than the width of the full shower, uctuations are

characterized by small deviations in the depth at maximum and the size at maximum,

but no drastic changes in shape.

2.12 Summary

A modi�ed form of the Greisen formula was used to construct parameterizations

for electromagnetic cascades under various initial conditions. Parameterizations were

developed by requiring consistency with the prescription � = 0 and � = 0 for the

average development of photon initiated cascades relative to their depth of creation

(or injection at the top of the atmosphere). The infrared divergence associated with
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Description � � error (%)

Photons relative to their
depth of creation (the stan-
dard Greisen formula).

0 0 |

Neutral Pions relative to
their depth of decay into two
photons.

0.33 -0.17 0.04

Photons relative to their
depth of pair production.

1.10 -0.19 0.05

Electrons relative to their
depth of creation

0.80 -0.01 0.03

E�ective splitting model
with �e� = 0:310 and
< x >= 0:116

0.867 -0.254 0.006

Table 2.2: Summary of the modi�ed Greisen parameters for a variety of initial con-
ditions. There is no error for the �rst entry since it is an assumption by which the
remaining are derived.

bremsstrahlung was handled with an e�ective splitting model. Optimization yielded

a model for which there was near perfect consistency between Monte Carlo simulation

and parameterization. Table 2.2 summarizes the results.
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Chapter 3

Hadronic Interactions

This chapter develops the tools necessary to simulate interactions of hadrons on

nuclei. The emphasis is on developing model which can be easily modi�ed so that

various physical assumptions can be explored. A range of models are speci�ed which

conservatively bracket the uncertainties associated with features relevant to the high-

est energy hadronic air showers. A conservative bracketing of uncertainties makes

clear what kind of signal indicates radically di�erent physics or exotic types of pri-

maries. While shower development is inuenced by only general features of hadronic

interactions, information about these features extracted from laboratory experiments

is rather scant. This is for a number of reasons:

� The highest center of mass energy achieved thus far in collider experiments,
p
s = 900GeV, is over two hundred times lower than in an interaction of a

primary cosmic ray proton of energy 1020eV in the lab frame with a nucleon

from an air nucleus.

� Collider experiments address the central region in rapidity where there is a large

number of particles but only a small fraction of the total energy. The bulk of

the energy is contained in the high energy particles that are lost down the beam

pipe; however, these high energy particles are crucial to air shower development.

� Fixed target experiments that can directly explore the relevant fragmentation

region are limited to energies of hundreds of GeV in the lab frame.



35

� QCD, the underlying theory of hadronic interactions, can not be used to under-

take a rigorous calculation of the soft processes since perturbation theory can

not be applied due to the large coupling constant. It is these low transverse mo-

mentum processes which dominate the high energy interactions in the hadronic

core of an air shower.

Still, it is possible to build an approximate range of models based on simple physical

ideas which captures all relevant features and is in reasonable accord with experimen-

tal data. Arguably, it is actually misleading to build models which �t collider data

in detail when the gap that must be bridged to connect with the relevant features to

air showers can easily wash away the relevance of such detail. The focus throughout

this work is on general trends.

The basic description of a hadronic shower is similar to that of a pure electro-

magnetic cascade: successive generations of interactions generate an exponentially

increasing number of hadrons. A single interaction between a hadron and an air nu-

cleus can generate hundreds of secondaries, the bulk of these being pions. Roughly

ten percent of secondaries produced are kaons (production of secondaries with heavier

quarks is negligible). Since hadronic interaction properties are similar for all types of

mesons, for simplicity the treatment here assumes only pions are generated. Neutral

pions at energies below about 1019eV typically decay into two photons, initiating pure

electromagnetic subshowers. At energies above about a TeV, charged pions typically

interact to generate more pions. Thus the basic picture of a hadronic shower is of a

hadronic core which continuously feeds the electromagnetic component through the

decay of neutral pions. Unlike pure electromagnetic showers, there is a signi�cant

muonic component which is generated by the decay of low energy charged pions, each

into a muon and a neutrino. As is demonstrated in the next chapter, at the highest

energies, roughly �ve percent of a primary proton's energy eventually winds up in the

form of muons and neutrinos.
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3.1 Cross sections

The extrapolation of the proton-air inelastic cross section is the largest source of

uncertainty in developing a precise understanding of hadronic shower development at

the highest energies. Current models in use have this cross section at 1020eV in the

lab frame anywhere in the range from approximately 450 mb to 600 mb.

There exists a number of models which describe accelerator data well where en-

ergies probed extend up to a center of mass energy of 1.8 TeV under the assumption

that the di�erence between the pp and pp cross sections vanishes at high energies. The

highest energy cosmic rays are characterized by a center of mass energy of
p
s > 400

TeV. The Large Hadron Collider (LHC) will take the upper limit to as high as
p
s = 14

TeV. Until then, the only source of information in this energy region is air shower ex-

periments, the interpretations of which are very diÆcult. The most directly measured

quantity, the inelastic proton-air cross section, is characterized by errors of around 100

mb. Analyses have been done independently by Akeno (now part of AGASA) [28]

and by Fly's Eye [29]. While the means of extracting the depth at maximum are

di�erent for the two types of experiments (ground array and air uorescence respec-

tively), both focus on an analysis of the tail of the depth at maximum distribution.

It is closely related to �inelp�air under the assumption that the primary cosmic ray com-

position contains a signi�cant number of protons. The deeply penetrating tail can be

connected with the mean free path of the primary though the nature of development

uctuations does introduce a level of model dependence. The analysis by Fly's Eye

restricts �inelp�air to 530� 100 mb at
p
s � 30 TeV [23].

For the modeling of air showers, what is of interest is the inelastic cross section

since elastic scattering results in only a small deection of the projectile and no loss

in energy. It is important to describe the inelastic cross sections for protons and

pions on air and nucleon targets. While only the cross sections on air are needed to

calculate interaction lengths, the ratio between the cross sections on air to that on a

single nucleon is important for modeling the hadronization phase of the interaction.

The ratio �xes the average number of nucleons from the target which participate in

the interaction.
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The Glauber multiple scattering formalism connects cross sections on nuclear tar-

gets to the underlying cross sections on nucleon targets. The basic picture can be

understood with a highly simpli�ed version of the theory [14] where

�p�air =
Z
d2bf1� exp[��ppT (b)]g: (3.1)

The exponential term represents the survival probability for a projectile at impact

parameter b where the number density of target nucleons over the path associated

with the impact parameter is given by

T (b) =
Z
�N (b)dz: (3.2)

Here �N is the number density of nucleons at a distance r =
p
b2 + z2 relative to the

center of the target nucleus. If �ppT (b)� 1, the exponential can be expanded giving

�p�air � �pp

Z
d2bT (b) = A�pp (3.3)

where A is the number of nucleons in the target nucleus. In this limit, the probability

of interacting with any given nucleon is so small that participation of multiple nucleons

in a single interaction is negligible. The con�guration of the nucleus is therefore

irrelevant. In the other extreme, if �ppT (b) is very large, the exponential can be

ignored leaving

�p�air �
Z RA

0
d2b / A2=3: (3.4)

In this limit the target nucleus becomes a perfectly absorbing black disk. The cross

section is sensitive only to the geometric cross section that the nucleus presents to

the projectile.

A convenient parameterization due to Kopeliovich et al. uses the Glauber formal-

ism and carefully extends it up to high energy [30],

�inelp�air � 507mb

 
�inel
pp

100mb

!0:529

: (3.5)

The relation is nearly model independent over a class of models in which nucleon-

nucleon scattering is related to the charge distribution within the nucleon. It is valid

for energies greater than about 2 TeV in the lab frame. To deal with low energies
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Figure 3.1: Energy dependence of the inelastic cross sections for hadrons on a nucleon
target. The ratio of the pion to nucleon cross sections is held at a constant �xed by
low energy data.

(small cross sections), the low energy limit of Equation 3.3 is adopted if it gives a

smaller cross section than the above parameterization. It is demonstrated in the next

chapter that the electromagnetic component of the highest energy showers is totally

insensitive to the treatment of the hadronic interactions below about a TeV, and so

the crudeness of this extension to low energies is acceptable.

Equation 3.5 reasonably describes any hadronic projectile which is signi�cantly

smaller than the target nucleus (the simpli�ed glauber discussion above makes no

reference to the structure of the projectile). Consequently, it is adopted to describe

pion projectiles as well as nucleon projectiles. This retains the general trend that

pions, which are characterized by smaller cross sections, are further away from the

black disk limit.

To further simplify the description of hadronic-cross sections, consider a naive

parton-picture which decomposes the hadron-nucleon cross section in terms of cross

sections describing interactions between valence quarks in the projectile and target.
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Figure 3.2: Energy dependence of the inelastic cross sections for hadrons on air.
Because of the shadowing e�ects associated with the target nucleus, the ratio between
the pion and nucleon cross sections is larger than for on a nucleon target.

This implies
��p
�pp

� 2� 3� �qq
3� 3� �qq

=
2

3
: (3.6)

A simple �t to accelerator data using Regge theory [20] sets the high energy ratio

of these cross sections at 13:7=22:0 � 0:62 which is very close to the simple-minded

picture above.

Adopting the ratio obtained by the �t to accelerator data and taking into account

shadowing e�ects for a nuclear target with Equation 3.5, all that is needed is the

explicit energy dependence of one of the four cross sections from the combinations

(pion, nucleon) on (nucleon, air). A possible parameterization in terms of ln(s) for
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the inelastic nucleon-nucleon cross section [31] is 1,

�inel(s) = 32:4� 1:2 ln(s) + 0:21 ln2(s); (3.8)

where s is in GeV2. Figure 3.1 shows the energy dependence of the nucleon and pion

cross sections for a nucleon target. Other forms such as a power-law motivated by

certain versions of Regge theory describe accelerator data equally well in the region

where �ts but can extrapolate to quite di�erent cross sections at the highest energies.

Consequently, it is important to test the model dependence associated with the choice

of extrapolation. Figure 3.2 shows the cross sections on air.

So that cross sections can be easily modi�ed to test model dependence, the fol-

lowing form for the nucleon-nucleon inelastic cross section is adopted:

�inel(s) = 30:7 + ax2�(x); (3.9)

where

x = ln(s)� 2:86 (3.10)

with s in units of GeV2. With a = 0:21, this is the same as Equation 3.8 but nor-

malized so that x = 0 corresponds to the minimum. At energies below the minimum

the � function holds the cross section constant. This allows di�erent choices for a

while still preserving the same low energy limit and a smooth evolution from x = 0.

It is shown in the next chapter that shower development at the highest energies is

una�ected by how the physics is modeled up to about a TeV: all particles below this

energy can be ignored with negligible e�ect on the longitudinal pro�le.

The cross sections on air are translated to an interaction length through the rela-

tion,

� =
2:4� 104

�air
; (3.11)

1Collider experiments typically cast observations in terms of the variable s which is the center of
mass energy squared. At high energies compared to the proton mass (assuming a proton target),

s � 2mpElab: (3.7)

where mp � 0:938 GeV. Since air shower experiments take place in the lab frame (with the atmo-
sphere at rest), when plotting the energy dependence of any quantity, the convention adopted in
this work is to plot everything in terms of Elab over the range from a TeV up to the largest energy
yet detected, 3� 1020eV.
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Figure 3.3: Energy dependence of the interaction length for hadrons on air.

where the cross section is in mb and the interaction length is in g=cm2. This quantity

is shown Figure 3.3. It is this length that sets the scale for uctuations in shower

development since it is the depth of the �rst interaction that represents the dominant

source of uctuations in shower development.

3.2 Hadronization: general considerations

h The building of an event generator along with a model of the underlying physics

is largely phenomenological. Of course it is desirable that a model implies results that

are in accord with experimental data at a level suitable for air shower simulation. It is

also worthwhile to ask if the model extrapolates to the highest energies in a meaningful

manner. The current state of non-perturbative QCD does not allow for any precise

calculation for the processes relevant to air shower development. At best, a basically

correct model will at some point need to make use of an ansatz which is based on

ideas that are qualitative. At worst, an event generator may �t accelerator data
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precisely but may be meaningless when extrapolated to higher energies or applied to

the forward fragmentation region. Since there are a number of important features

which must be incorporated, it is perhaps best to begin with the description of a

simple event generator followed by a discussion of how it is related to the underlying

physics and how it can be modi�ed to best model the features relevant to air shower

development.

3.2.1 The Hillas splitting algorithm

The splitting algorithm due to Hillas [32] is an example of an eÆcient technique

which is easily adapted to explore physical assumptions and their inuence on air

showers. A preliminary description of nucleon-nucleon interaction carried out in the

lab frame (a projectile on a �xed target) is:

1. Randomly split the available energy into two pieces using a uniform deviate to

assign a fractional energy.

2. Assign one piece as the energy of the leading nucleon.

3. Split the remaining piece into 2N fragments, with N = 2, by conducting N

presplittings by which pieces are successively split in two with uniform deviates.

4. Each of the 2N fragments undergoes an iterative process by which the fragment

energy is split using a uniform deviate. One piece is assigned as a pion and

the remaining piece is assigned as a fragment which continues to produce pions

until the remaining energy is less than the pion mass.

This was the original form used in early simulations conducted by Hillas in the mod-

eling of extensive air showers. An important technical aspect of the algorithm is that

it automatically conserves energy to the level required for the task at hand. This

type of splitting algorithm does permit the generation of packets of energy less than

the pion mass. This is dealt with by ignoring such packets. Tracking the total energy

ignored in this manner allows an assessment of the error incurred. It is shown in the

next chapter that the error is negligible at the energies of interest. Another technical
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aspect worth mentioning is that algorithms of this type naturally generate the highest

energy particles in the earliest stages. This allow for eÆcient simulation when the

lowest energy of interest may be much higher than the pion mass: all fragments which

drop below the lowest energy of interest can be ignored.

There are three main features related to the underlying physics to take note of at

this point:

1. A single particle is generated which on average carries an energy equal to that

of all the remaining particles combined.

2. The number density of particles diverges as the fractional energy relative to the

parent projectile approaches zero.

3. While the average multiplicity (total number of particles) grows with the energy

of the initial nucleon, the xlab (fractional energy relative to the projectile energy)

distribution does not change with energy except for a threshold e�ect. In other

words, the interaction scales with energy except near xlab = m�=E0.

These three aspects parallel the composite structure of the projectile nucleon. A

nucleon is composed of three valence quarks which carry roughly half of the nucleon's

energy. The remainder of the energy is contained in a sea of particles composed of

gluons and quark-antiquark pairs. Collectively these point-like particles are often

referred to as partons. Qualitatively it is expected that the momentum distribution

of generated particles reects the momentum distribution of partons in the projectile

nucleon and to some extent the target as well [14]. The at distribution of the

leading particle reects the valence component of the projectile while the numerous

secondaries reect the sea for which the distribution of partons has a small x behavior

which is divergent.

3.2.2 Analytic description of fragments

The fact that all splittings are carried out using a at distribution allows for an-

alytic calculations of momentum distributions and multiplicities. Focusing attention
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on a single fragment which is undergoing fragment �! fragment + pion, the prob-

ability distribution for the fractional energy of the fragment emerging from a single

splitting is the same as that for the pion. Consequently, the probability of generating

on the nth splitting a pion with fractional energy in the range x to x+ dx is given by

pn(x)dx =
Z 1

x
pn�1(x

0)
dx0

x0
: (3.12)

Here x is relative to the original fragment energy before any splittings. The integral

is a convolution over all possible fragments from the previous splitting which have

suÆcient energy to produce a pion with fractional energy x. The factor dx0

x0
is the

probability of producing a pion in the requisite range given a fragment that is capable

of producing such a pion. The symmetry between fragments and pions allows pn�1(x)

to be viewed as a fragment probability density while pn is viewed as a pion probability

density. With the constraint that p1(x) = 1, the probability density at any splitting

is calculated to be,

pn(x)dx =

�
ln 1

x

�n�1
(n� 1)!

: (3.13)

The x distribution of pions associated with a single fragment is then obtained by

summing over all splittings,

dn�
dx

=
1X
n=1

pn(x) =
1X

m=0

�
ln 1

x

�m
m!

=
1

x
: (3.14)

The average multiplicity of particles above a threshold xmin is then given by,

< n� >=
Z 1

xmin

dn�
dx

dx = ln
1

xmin
: (3.15)

The e�ect of incorporating presplittings has not been taken into account. However,

regardless of how the set of fragments are generated it is clear that multiplicities grow

logarithmically with energy as long as the algorithm which generates the fragments

scales with energy. In cases where the algorithm may exhibit scaling violations there

can be deviations from strict logarithmic growth, but nonetheless the logarithm of

the energy still sets the scale for multiplicities.
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A convenient approach to developing models of hadronic interactions is to express

event generation in terms of fragments which hadronize as described above. Equa-

tions 3.14 and 3.15 can be useful tools by convoluting these results with probability

distributions which describe the generation of fragments for any particular model.

3.2.3 String fragmentation

While the distribution of hadrons from an interaction does seem to reect the

composite structure of the projectile, there is a related but distinct viewpoint which

interprets the distribution in terms of the fragmentation of QCD strings. The picture

which is briey discussed here is the Lund algorithm [33] which has been used exten-

sively to describe jets in accelerator experiments. For the purposes of illustration, the

hadronization associated with a back-to-back quark-antiquark jet pair as produced in

electron-positron annihilation is a particularly clean situation in which a string model

can be employed. The quark and antiquark move apart with a string representing the

linear con�nement potential of QCD stretched between them. As they move apart,

the potential energy stored in the string increases eventually causing a break which

results in the creation of a new quark-antiquark pair. Provided the invariant masses

of the resulting systems are large enough, additional breaks can form. Hadrons are

formed by the grouping of a quark from one break with the antiquark from a neigh-

boring break. The method of determining break points in the string is guided by

demanding that the method be Lorentz covariant and that the �nal hadrons emerge

with their correct masses. The formation of break points can not be understood in

terms of any causally connected progression in time since the breaks have space-like

separations between them.

The precise formulation of string fragmentation is cumbersome and ineÆcient

for Monte Carlo implementation. An approximate iterative scheme which produces

results experimentally indistinguishable from the more rigorous formulation is usually

implemented. This iterative scheme works much like the hadronization of fragments

above: string �! string + hadron. The main di�erence is that the distribution
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employed is not at but takes the form,

p(x)dx / (1� x)a

x
exp(�bm2

T =x); (3.16)

where a and b are free parameters to be �t by experiment and mT is the transverse

mass (m2
T = E2�p2z, where the jet axis is the z-axis), which is sampled from an appro-

priate distribution. Since only one-dimensional shower generation is being considered,

the e�ect of a varying transverse mass is inconsequential, all transverse masses are

of the order of hundreds of MeV. Technically what is sampled is not the fractional

energy but a quantity which guarantees the Lorentz covariance of the procedure (the

formulation makes use of light-cone variables). However, in the limit where the en-

ergy remaining is large compared to the hadron masses, x can be interpreted as the

fractional energy. The form of equation 3.16 is �xed by requiring the same results on

average whether fragmentation proceeds by starting from the quark end or by starting

from the anti-quark end. In other words, fragmentation is left-right symmetric.

The precise shape of Equation 3.16 is of little concern here What is important is

that the process of string fragmentation can be described by an iterative procedure

of the same type as the Hillas splitting algorithm. Regardless of the shape of the

probability distribution, the overall distribution associated with a fully fragmented

string looks essentially the same as that achieved with any probability distribution.

It is important to realize that the process of iteratively generating hadrons is of no

physical relevance since the break points in the string are causally disconnected: all

that is relevant is the �nal distribution. The suppression of high energy hadrons is

controlled in the Lund algorithm by the shape of the probability distribution; Hillas'

splitting algorithm achieves the same end by conducting presplittings. Arguably

string fragmentation is an algorithm more motivated by the general structure of

QCD; however, it still requires modi�cations which allow for a leading particle when

applied to soft collisions. In a context where there is no concern with maintaining the

correlation between longitudinal and transverse degrees of freedom in hadronization,

it is not clear to what degree soft collisions parallel the hadronization of hard jets.

The con�ning nature of QCD does suggest that there is a parallel at some level,

however it is probably best to regard the procedure as a motivated ansatz.
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In summary, whether hadronization is physically interpreted as a process which

mirrors the distribution of partons inside the composite hadronic projectile or as a

process related to QCD string fragmentation, the �nal end is the same: both are char-

acterized by a number density which diverges exponentially as xlab �! 0. This diver-

gence is most easily characterized using an iterative procedure by which the projectile

energy is decomposed into fragments which undergo fragment �! fragment + pion.

The use of presplittings is a convenient tool which achieves the suppression of high

energy pions while still using a at distribution to conduct all splittings.

3.3 The leading particle

The use of a at distribution to characterize the leading nucleon is supported

experimentally in �xed target experiments extending up to 400 GeV in the lab which

see a at nucleon distribution in the forward fragmentation region in pp collisions [34,

35]. There is a slight turn up at low values of xlab which is presumably associated with

the generation of nucleon-antinucleon pairs. At high values of xlab the data suggests

that the at distribution tapers o� though it is diÆcult to interpret the distribution

above xlab � 0:85 due to triggering conditions. With regard to pion projectiles, the

distribution of the highest energy pions is softer though the notion of a leading particle

is vague experimentally since the type of the projectile is the same as the secondaries.

Still the distribution of pions can be examined with particular focus on high values of

xlab. Consequently, it is desirable to modify the basic splitting algorithm to generate

a softer leading particle distribution for pion projectiles and possibly a diminished

probability for high values of xlab for proton projectiles.

A modi�cation similar to that used in the Sibyll event generator [36] involves a

simple consideration of the valence component of nucleons versus pions. It is natural

to assume that some fraction of the partons in the projectile are spectators in the

interaction. These spectators are presumably associated with the leading particle.

Assume that in some sense only one of the valence quarks participates in the interac-

tion. Rather than sample a at distribution from the total energy of the projectile,

only sample from the energy of the spectators. This can be accomplished by �rst
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Figure 3.4: Leading particle distributions for nucleon projectiles on a nucleon target
(top) and pion projectiles on a nucleon target (bottom). Each set is comprised of
10,000 simulated interactions.
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sampling a valence quark fragment from the projectile according to the distribution,

p(x)dx / (1� x)2ns�1p
x

; (3.17)

where ns is the number of valence quarks which are spectators. The numerator

suppresses the probability that a single valence quark carries a high value of x due

to the fact that there are other valence quarks which carry signi�cant fractions of

the projectile's energy. Counting rules have been proposed which suggest that this

numerator expresses the high x dependence of quark momentum distributions [37].

The denominator gives the expected low x behavior for valence quarks. The energy

sampled in this manner is then deducted from the energy store after which the leading

particle is generated as normal. Following the generation of the leading particle, all

remaining energy is lumped into the energy store which then undergoes presplittings.

This is a simple ansatz which leads to a slightly softer distribution for pions while

retaining a relatively at distribution for leading nucleons at moderate and low values

of x.

Often hadronization models are characterized by the inelasticity which is de�ned

as the fractional energy given up by the leading particle. In the original Hillas al-

gorithm, the inelasticity is 0.50 while in this modi�ed algorithm it can be expressed

as,

K = 1:0�
Z 1

0
0:5(1:0� x)p(x)dx: (3.18)

This gives 0.6 for pions and approximately 0.56 for nucleons. The inelasticity is a

fundamental quantity associated with air shower development since it is one of the

main factors which controls the rate at which energy is channelled from the hadronic

core into the electromagnetic cascade. Figure 3.4 shows leading particle distributions

for nucleons and pions. As desired, the leading nucleon distribution is at up until

large values of xlab and the pion distribution is signi�cantly softer.

3.4 The distribution of secondaries

Along with interaction lengths and inelasticities, the energy distribution of sec-

ondaries in the forward fragmentation region is fundamental in controlling the devel-
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Figure 3.5: xlab distribution of charged pions for nucleon projectiles on a nucleon
target. The histogram is constructed from 10,000 simulated interactions.

opment of the hadronic core. A related quantity is the total multiplicity of particles.

However, it is important to note that multiplicities are important because of what

they imply for the distribution of secondaries with large values of xlab. This connec-

tion between multiplicities and the fragmentation region is very model dependent.

Given no direct way of experimentally assessing this connection and the current in-

ability to rigorously establish it on theoretical grounds, it is important not to place

too much emphasis on a precise �tting of particle multiplicities.

While the original statement of Hillas' splitting algorithm does a reasonably good

job of characterizing secondaries, it can be improved upon in three major ways:

1. Fluctuations in total multiplicities are underestimated.

2. There is a mild discrepancy in xlab distributions with measurements from �xed

target experiments which extend up to 400 GeV in the lab.

3. Above about
p
s � 100 GeV, collider experiments show that multiplicities grow



51

type < N > error

�0 1.94 0.06
�+ 2.05 0.055
�� 1.67 0.04
K+ 0.166 0.08
K� 0.112 0.055
p 0.60 0.097
p 0.031 0.001

Table 3.1: Average multiplicity of particles observed in the forward fragmentation
region as observed by the LEBC-EHS collaboration for pp interactions at 400 GeV
in the lab frame.

faster than linearly with the logarithm of the energy though the log of the energy

still sets the appropriate scale.

The underestimation of low multiplicity events might have e�ects on the deeply pen-

etrating tail of the depth at maximum distribution for proton showers. In general,

interaction generators in use have trouble modeling low multiplicity events. Larger

uctuations can be incorporated by sampling the number of presplittings from a dis-

tribution rather than keeping the number �xed at two as in the original statement of

Hillas' splitting algorithm. This is achieved by sampling the number of presplittings

from a Poisson distribution. This leaves the average number of presplittings as a free

parameter.

This parameter is �xed by �tting the shape of the xlab distribution of charged

pions in pp interactions which have been examined in �xed target experiments up to

400 GeV [34, 35]. A convenient presentation of the experimentally measured charged

pion distribution appears in Fletcher [35]. In order to make a comparison, only

a fraction of the mesons generated are assigned as charged pions when conducting

simulations for a trial model. The fraction of mesons assigned as charged pions is

extracted from the average multiplicities of various types of particles [35]. These are

indicated in Table 3.1. The forward fragmentation region corresponds to particles

with a positive longitudinal momentum when viewed in the center of mass frame.

The total multiplicity is larger be a factor of two to account for the fragmentation of
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the target. The asymmetry between positive and negative pions can be understood

in terms of the charge of the projectile and the emerging leading nucleon. While

the inuence of kaons and proton-anitproton pairs is included in the charged pion

assignment here to allow a close comparison, the �nal model generates only charged

and neutral pions with the two to one ratio (all types equally probable) suggested by

observation. The inuence of kaons is small since their properties are similar to those

of pions and their production probability is an order of magnitude less. The modeling

of such e�ects are not of much concern here since the focus is on overall trends. Also

be aware that the �gures appearing in Fletcher plot xF which corresponds to the

fractional energies in the forward region of the center of mass frame. This quantity

is related to the fractional energy as it appears in the lab by

xlab =
1

2

0
@
s
x2F +

4m2
T

s
+ xF

1
A � xF ; (3.19)

where mT =
q
m2 + p2T is the transverse mass. The approximation is valid when

xF � 4m2
T=s. Since transverse masses are of the order of hundreds of MeV, there

is an appreciable di�erence between these quantities in only the �rst few bins; these

bins should not be used in the comparison. Excellent agreement with experiment is

obtained with a value of 2:3�0:1 for the average number of presplitting. As expected,
it is close to the �xed number of presplittings in the original splitting algorithm.

If the average number of presplittings is taken to be independent of energy, by

Equation 3.15 the multiplicity grows logarithmically with the energy. Departures

from this behavior necessarily involve scaling violations of some sort.

3.5 Scaling violations

It is diÆcult to directly �t multiplicities since the adopted splitting algorithm

is not expected to accurately describe the fragmentation of the target. These low

values of xlab are not signi�cant in any case since this region contributes negligibly

to the development of an air shower. Consequently, while it is important that the

algorithm allows for low multiplicity events, the consideration of multiplicities should
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be concerned with general trends rather than precise �tting. The observation of mild

scaling violations around
p
s � 100 GeV and above is important in so far as it carries

implications for the forward fragmentation region which accounts for only a small

number of particles. However, it is far from clear how to establish the connection

between the central and fragmentation regions. Here, two extreme viewpoints which

bracket an accurate description of the physics are examined. Applied to air shower

simulations, the relevance of the uncertainties can be assessed.

The �rst extreme viewpoint assumes that the scaling violations observed in the

central region can, to a good approximation, be ignored in the context of hadron-

ic showers. This is an extreme characterization of the case where the high energy

particles emerging from an interaction are una�ected by the participating portion

of the projectile which accounts for large multiplicities but only a small fraction of

the projectile's energy. With such an approximation, the hadronization algorithm is

implemented in the same manner regardless of the projectile energy. An implication

of this is that the inelasticity is approximately constant as a function of energy. This

roughly parallels the Sibyll event generator which gives only a mild rise in the in-

elasticity due to minijets resulting from the hard scattering of low xF partons. In

minijet models [38], as the interaction energy is raised, minijet production increases

but the scattering partons are characterized by diminishing values of xF due to the

QCD evolution of structure functions. The basic idea is that there are parton-parton

scatterings which are hard enough to validate the use of perturbation theory. An

increase in the energy resolves lower xF partons, increasing the number available for

hard scattering. The UA1 experiment does see evidence for the production of minijets

at the level of about 10% of the inelastic cross section [39], suggesting that this model

is at least qualitatively correct. The use of a limiting scaling model places a strict

lower bound on the e�ects on the forward fragmentation region.

The second extreme viewpoint assumes there is a strong correlation between the

central region and the fragmentation region. This can be accomplished by correlating

the inelasticity with the sampling of presplittings. Physically, the strongest correlation

which can be reasonably imposed is to assume that the highest energy pions generated

in an interaction remain close in energy to the leading particle as the energy is raised.
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One way of imposing this is to take the average energies of a �rst rank pion (the �rst

pion created from a fragment which has just emerged from the presplitting phase)

and the leading particle to have a ratio independent of energy. Since each presplitting

on average splits the energy in half, this relationship can be expressed as,

�
1

2

�N
K � C(1�K); (3.20)

where N is the average number of presplittings, K is the inelasticity, and C is �xed

by the low energy model of pp interactions. The analogous model in this extreme

case is the KNP model [30] which uses a naive multiple scattering model to relate

the inelasticity to the inelastic cross section. The result gives a rapidly increasing

inelasticity reaching approximately 0.8 at 1018eV for pp collisions in the laboratory

frame.

The algorithm which generates the leading particle must be modi�ed in a manner

which takes into account the rise in the number of presplittings at high energies

while gradually approaching the scaling algorithm as the energy is reduced. This is

accomplished by sampling the distribution

p(x)dx / (1� x)�; (3.21)

where x is a fractional energy which is removed from the available energy before

invoking the standard procedure for leading particle generation. The presplittings

are then conducted on the initial projectile energy minus the leading particle energy.

By calculating the average of (1� x) for the above distribution, � is �xed according

to

1� x =
� + 1

� + 2
; (3.22)

where x satis�es the relation,

K = (1� x)K0 + x (3.23)

and K0 is the scaling value for the inelasticity. All that remains is to �x the energy

dependence of the average number of presplittings.

While precise �tting of multiplicities can not be done meaningfully due to the

crudeness of the hadronization algorithm, enough information can be extracted from
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the measured energy dependence of multiplicities to �x the energy dependence of the

average number of presplittings. The resulting model extrapolated to the highest

energies probably overestimates the extent to which scaling violations carry over to

the fragmentation region, but nonetheless it provides a reasonable upper bound.

The average multiplicity of charged particles as observed in bubble chamber ex-

periments which extend up to
p
s = 30 GeV appears to grow as ln s:

< nch >= (�2:9� 0:3) + (1:79� 0:5) ln s; (3.24)

where s is measured in units of GeV2 [40]. Data from collider experiments, ISR and

UA5 [41], which examine pp interactions extending up to
p
s = 900GeV observe a

(ln s)2 growth:

< nch >= (2:7� 0:7) + (�0:03 +�0:21) ln s+ (0:167� 0:016)(ln s)2: (3.25)

The ratio between these two �ts gives information about the degree of scaling vio-
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lations. The experimental �ts need to be normalized such that they agree at some

low energy value. This has been done by adjusting the constant factors in the �ts

in proportion to their respective error bars such that the �ts agree at the energy for

which they share the same slope. This occurs at approximately 840 GeV in the lab

and requires an increase of about 0.19 in the ln s �t and a reduction of about 0.45

in the (ln s)2 �t. These corrections are well within quoted errors. Below this energy

where the slopes agree, it is assumed that the scaling model adequately describes the

physics. The two resulting �ts are shown in Figure 3.6 which extrapolates the �ts up

to the energies relevant to the highest energy air showers.

Using Equation 3.15 along with an estimate of the average number of fragments

and their average energy, an approximate expression for the pion multiplicity is given

by

< n� >� 2N ln
�
KE

2Nm�

�
; (3.26)

where N is the average number of presplittings. The ratio between the �t to the
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Figure 3.8: Energy dependence of the inelasticity in pp interactions in the limiting
model where the forward fragmentation region is strongly correlated with the central
region.

charged multiplicity which includes collider data to the �t of just the bubble chamber

data is then given by,

R � 2N�N0 ln
�
KE

2Nm�

�
= ln

�
K0E

2N0m�

�
; (3.27)

where the 0 subscript denotes energy independent scaling values. The ratio, R, is

�xed independently by the experimental �ts. Equation 3.20 can be used to eliminate

K from Equation 3.27 which then allows N , the average number of presplittings, to be

solved numerically. Solutions have been tabulated at a number of discrete energies at

a level which allows for accurate interpolation. Results are shown in Figure 3.7 which

gives the average number of presplittings as a function of energy, and in Figure 3.8

which shows the analogous plot for the inelasticity.
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3.6 Nuclear target e�ects

The treatment of nucleon-nucleon interactions must be extended to include nuclear

target e�ects. The dominant component of nuclei found in air is nitrogen, and so

whenever a �xed atomic mass is needed, A = 14 is used. In expressions which

permit an average atomic mass, a value of 14.5 is adopted. While the e�ect on the

total inelastic cross sections has been discussed above, it remains to be seen what

this implies for hadronization. A multiple scattering formalism [42, 43] which treats

nucleon-nucleus interactions in terms of the underlying nucleon-nucleon interactions

gives a simple geometric formula for the average number of wounded nucleons,

Nw = A�inelpp =�
inel
p�air: (3.28)

A wounded nucleon is a nucleon from the target which participates inelastically.

Converting this relation into a hadronization scheme for a single interaction requires

two basic steps:
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1. Sample a discrete number of participating target nucleons in a single interaction

such that the correct average is obtained over many such interactions.

2. Calculate the e�ect each wounded nucleon has on the hadronization of the

projectile.

3.6.1 Sampling the number of wounded nucleons

Rather than embark upon a detailed implementation of the multiple scattering

formalism, a simple scheme which captures general trends is adopted. Besides cor-

rectly giving the average number of participating nucleons over many interactions, the

sampling scheme incorporates the fact that most collisions are only glancing giving

rise to inelastic interactions with usually only a single nucleon on the periphery of

the target nucleus. The probability that an interaction is characterized by an impact

parameter b is characterized roughly by the relation

p(b)db / �(RA � b)2�bdb; (3.29)

where RA is an e�ective radius for the nucleus. This geometric picture models the

nucleus as an absorbing black disk where intersection with the nucleus always yields

an interaction. The probability density is largest at RA since this value for the

impact parameter accounts for the largest fraction of the cross sectional area which the

target nucleus presents to the projectile. At large impact parameters, the projectile

trajectory only passes through a small number of target nucleons.

A simple way of emphasizing peripheral collisions samples an intermediate average

number of wounded nucleons corresponding roughly to that for a �xed impact param-

eter. Actually, one less than the average is sampled since an interaction implies at

least one wounded nucleon. The manner of sampling the intermediate average can be

tailored to emphasize low numbers of additional participants while still maintaining

the correct overall average. This is achieved by sampling the probability distribution,

p(n)dn /
�
1� n

nmax

��
; (3.30)
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where nmax = 13 for nitrogen, and � is �xed to give the correct average. For any

reasonable extrapolation of hadronic cross sections, � > 0, and so this distribution

always peaks at n = 0 with the probability falling to zero at n = nmax. From this

intermediate average, a binomial distribution with maximum nmax is sampled. Adding

one to the resulting number gives the total number of wounded nucleons in the single

interaction.

3.6.2 Hadronization e�ects

It is unclear how the additional participating target nucleons e�ect the hadroniza-

tion of the projectile. A picture which is often adopted for the sake of simplicity is

the so-called leading-particle cascade [30, 44] where each of the wounded nucleons

generates a full nucleon-nucleon interaction with the leading particle always serving

as the projectile. Extrapolated to energies where there are signi�cant numbers of

wounded nucleons, the inelasticity associated with the p-air interaction drops as the

interaction energy is raised, but the xlab distribution for pions actually increases for

large values of xlab. This is because pions resulting from each wounded-nucleon inter-

action do not participate any further. Consequently, the pp secondary distribution of

pions is generated with the �rst wounded nucleon with additional contributions from

the remaining wounded nucleons. Such a picture connects the inelasticity with the

secondary distribution of pions in an unnatural way. Furthermore, low energy data

on proton-nucleus interactions clearly indicates that the inelasticities obtained with

the leading-particle cascade are untenable. This rules out statistical models [45] since

they require a leading particle cascade so as not to imply showers which penetrate

deeper than iron [44]. The leading particle cascade counteracts the decrease of the in-

elasticity in hadron-nucleon interactions (a decreasing inelasticity is a general feature

of statistical models). Therefore, despite the fact that there are a number of models

which adopt this picture, it is not investigated here any further even as a limiting

model.

As with caling violations in pp interactions, nuclear target e�ects are investigated

in two limits. The �rst limit considers the e�ects of a nuclear target to be negligible on
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Figure 3.10: The fractional energy for presplits as a function of the number of wounded
nucleons. The value at Nw = 1 gives the inelasticity. The lines are drawn for visual
clarity, only discrete values for the number of wounded nucleons is meaningful.

the grounds that the hadronization of the projectile takes place over a time-scale much

longer than the time-scale of the interaction itself. In such a scenario, hadronization

is a reection of the distribution of partons in the projectile and is not sensitive

to the details of the target. The increased production of pions because of target

fragmentation is not of concern since these pions carry negligible energy relative to

the projectile. In any case, the hadronization algorithms do not realistically handle

target fragmentation even for a single nucleon target.

The second limit assumes that nuclear target e�ects carry over signi�cantly to the

fragmentation region though regardless of how many target nucleons participate, the

�nal leading nucleon carries on average a sign�cantly larger fraction of the projectile

energy than the highest energy pions.

In the description of pp interactions, the initial step of the hadronization algorithm

splits the available energy into a leading particle and a portion which goes through

presplittings with the resulting fragments recursively generating pions. The term
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Figure 3.11: The energy dependence of the inelasticity for protons on air. The upper
curve includes scaling violations in the underlying pp interactions while the lower
curve does not.

presplit is adopted to describe that fraction of energy which goes through presplittings.

The term fragment refers only to those pieces which are in the recursive phase of

generating pions. A simple way of modeling the second limiting case is to recursively

generate a presplit for each wounded nucleons with the exception of the last. The

recursive procedure samples a distribution which takes on average a fraction of the

remaining energy. For the last wounded nucleon, the remaining available energy

is used to generate a leading particle and a presplit in the same manner as in pp

interactions.

The average fractional energy taken by a presplit is �xed by requiring the �rst gen-

erated presplit to take on average the same fractional energy as the presplit generated

with the last wounded nucleon. This is expressed by the relation,

F = (1� F )Nw�1K; (3.31)

where F is the average fraction of the remaining energy carried away by a presplit.
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Figure 3.12: xlab distribution of charged pions for charged pion projectiles on a nucleon
target. The histogram is constructed from 10,000 simulated interactions.

In this way, the leading nucleon on average has the largest energy and an increasing

inelasticity is accompanied by a decreasing number of energetic secondaries. All

presplittings are handled with the average number which characterizes pp interactions

at the projectile energy.

Equation 3.31 has been solved numerically and results have been tabulated for

inelasticities in the range [0:5; 1:0] at a level suÆcient for interpolation. A nitrogen

target is assumed. Figure 3.10 shows the results for a number of inelasticities. Fig-

ure 3.11 shows the energy dependence of the inelasticity for protons on air in the two

limits where scaling violations are ignored and maximized in pp interactions.

3.7 Pion projectiles

The di�erences in hadronization between proton and pion projectiles are connected

to the inelasticity which is higher for pions by virtue of the lower number of valence

quarks, see Equation 3.17. If the same value of C in Equation 3.20 is adopted for
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pion interactions as well as proton interactions, the low energy average number of

presplittings is slightly larger than in proton interactions. This results in a slightly

softer distribution of secondaries which is in rough agreement with �xed target data

on pion-proton collisions at 250 GeV [34, 46]. Figure 3.12 shows the xlab distribution

of secondaries calculated in the same manner as for protons with the exception that

the leading particle is also included.

Scaling violations should evolve in parallel with those in pp interactions. The rise

in the average number of presplittings in pp interactions is adopted to also describe

pion interactions. The constant di�erence in the average number of presplittings

between protons and pions is that arising from the di�erences in the inelasticity at

low energy. Such an approximation is suÆcient in the context of the limiting models

described above.

3.8 Nuclear projectiles

At the highest energies, primaries are unlikely to be nuclear. Interactions on the

microwave background radiation break up nuclei at energies lower than those at which

proton energies are degraded by the photo-production of pions (the GZK e�ect). The

center of mass energy required needs only be suÆcient to break nuclear bonding. Still,

since the origin of the highest energy cosmic rays is not understood, the possibility

of nuclear primaries should be considered. In general, it is best to know how all

kinds of shower develop in the hopes that a comparison with experiment can give an

indication about composition.

The general procedure for handling nuclear projectiles is to view the nucleus as

a collection of nucleons which equally share the primary energy where each nucleon

interacts inelastically with an air nucleus as described above. The initialization of an

air shower simulation for a nuclear projectile entails specifying the depths of �rst in-

teraction for each of the primary nucleons. A procedure often adopted for the sake of

simplicity is to ignore the correlations between the depths of �rst interaction, taking

the full shower to be a superposition of A independent showers where A is the atom-

ic mass number of the primary. While such a procedure drastically underestimates
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uctuations in shower development, it is suitable for purposes where only average

properties are under investigation. This model is referred to as the superposition

model; models which treat the hadronization associated with each nucleon indepen-

dently but allow for correlations in their depths of �rst interaction are referred to as

semisuperpostion models.

3.8.1 The wounded nucleon picture

An approach which handles uctuations in shower development treats a nucleus-air

interaction by grouping the nucleons emerging from an interaction into participants

and spectators. Participants interact inelastically while the spectators can emerge as

individual nucleons or smaller nuclei. Regardless of how the grouping of spectators is

handled, the average number of participants satis�es a general relation derived from

multiple scattering theory,

< Npart >=
A�p�air
�A�air

: (3.32)

The formalism from which this is derived is the same wounded-nucleon picture that

was utilized above to treat nuclear target e�ects [43]. Consequently, the number of

participating nucleons is sampled in the same manner which emphasizes peripheral

collisions as described above.

A consequence of Equation 3.32 is that the distribution of the depths of �rst

interaction constructed by breaking up many identical nuclei is only a function of the

underlying p-air cross section. The superposition model which treats the nucleons

independently is the limiting case where the number of participating nucleons is �xed

at one and �A�air = A�p�air. This is why the superposition model is desirable in the

case where interest is only in average quantities. Furthermore, since the only e�ect

of modeling nuclear breakup in more detail is on uctuations in development, it is

suitable to adopt any rough characterization which captures general properties.



66

3.8.2 Nuclear cross sections

A �rst step in building a model which introduces correlations in the depths of �rst

interaction is to adopt a form for nucleus-air cross sections. It is best to cast this in

terms of the underlying nucleon-air cross section so that the nuclear breakup model

adjusts to any change in the extrapolation of the latter to high energies. A standard

low energy parameterization [47],

�A1A2
= �R2

0(A
1=3
1 + A

1=3
2 � Æ)2; (3.33)

with R0 = 1:47fm, can be adapted to describe higher energies. This form treats the

cross sections as geometric where the factor Æ is included to adjust for the strength

of interactions in the case of peripheral collisions. The value of Æ can be determined

by requiring the above formula to give the p-air cross section evaluated at the energy

per nucleon of the projectile (using A1 = 1 and A2 = 14:5). While obviously a crude

approximation, it varies with the energy dependence of the underlying p-air cross

section in a physically motivated way. Regardless of how the nucleus-air cross section

is parameterized, the same inclusive distribution of the depths of �rst interaction

results.

3.8.3 The grouping of spectators

There are two limiting models of how to group spectators: either all spectators

emerge as independent nucleons or all are grouped as a single nucleus. In the former

case, uctuations are underestimated, but not so much as in the superposition model.

In the latter case, uctuations are overestimated. Choosing one or the other, group-

ing the spectators as a single nucleus is more suitable since this is more in accord

with what is expected in peripheral collisions. A better alternative might be to ran-

domly choose one extreme or the other. The work of Engel [43] which describes the

formalism of the semisuperpostion model in detail suggests that a suitable choice has

spectators emerging as independent nucleons 25% of the time. The di�erences be-

tween this mixed model and the extreme model of always grouping spectators together

is small enough that a modi�cation to include spectators emerging as multiple nuclei
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Figure 3.13: The distribution of the number of participating nucleons from the pro-
jectile for iron at 1 TeV on air. The simulation set is comprised of 10,000 interactions.

introduces an unnecessary complication in light of the crudeness of other aspects of

the model.

3.8.4 Some simulation results

In order to compare this simpli�ed version of the semisuperpostion model to the

more detailed results of Engel, Figures 3.13 and 3.14 show results from the simu-

lation of iron projectiles on air at 1 TeV total energy in the lab frame. Figure 3.13

shows the distribution of the number of participating nucleons from the projectile.

As expected, the distribution peaks for one participating nucleon reecting the domi-

nance of peripheral collisions. Figure 3.14 shows the average �rst depth of interaction

distribution where an average is calculated over the depths of inelastic interaction for

the nucleons of each iron nucleus. To the extent that uctuations associated with the

nucleon induced subshowers are negligible, this distribution is nearly the same as the

depth at maximum distribution for iron-induced showers with the exception that for
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Figure 3.14: The distribution of the average depth of �rst interaction. Each simulation
event breaks up an iron nucleus of total energy 1 TeV into nucleons each at their depth
of �rst interaction. The simulation set is comprised of 10,000 such events.

the latter the entire distribution will be shifted to a deeper depth. If the primaries

are of a higher energy, the width of the distribution is narrower since the nucleon

interaction length decreases with increasing energy.

3.9 Summary

Models have been built which describe hadronic interactions for nucleon and pion

projectiles on air. Also a model for breaking up nuclear primaries as they propagate

through the atmosphere has been developed. Scaling violations in the hadronization

phase for interactions on nucleon and air targets have been described in two limiting

cases which conservatively bracket the uncertainties in extrapolation to the highest

energies. This allows an assessment of model dependence and its impact on air show-

er development. This in turn aids in understanding the degree to which information

about the primary composition or the physics associated with air shower development
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can be extracted from air shower measurements. It also helps to identify what consti-

tutes anomalous air shower development. An observation which falls clearly outside

the regime of the bracketed physics described here would likely point to radically

new physics or exotic types of primaries. These issues are taken up in the following

chapters.
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Chapter 4

Bootstrapping Models

Now that electromagnetic cascading and hadronic interactions have been de-

scribed, it is time to move on to the simulation of air showers with a hadronic core.

This task breaks down into two major components:

1. the development of energy dependent parameterizations which describe the var-

ious types of hadronic subshowers;

2. the simulation of full air showers with particular focus on the accurate modeling

of uctuations.

This chapter addresses primarily the �rst component with a careful consideration of

a single baseline model of the hadronic physics: the limiting scenario where scal-

ing violations in pp interactions and nuclear target e�ects have negligible impact on

the forward fragmentation region. This choice is simply because this model is less

computationally intensive than those with scaling violations or nuclear target e�ects.

Also the default extrapolation of the pp inelastic cross section with a = 0:21, see

Equation 3.9, is adopted.

4.1 The atmosphere

While interaction lengths for electromagnetic and hadronic processes are expressed

in terms of the amount of matter traversed, the decay of pions takes place in time (or
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equivalently distance, taking all particles to be moving at approximately the speed of

light). In a medium of uniform density, matter traversed and time are the same up to a

proportionality constant. In an atmosphere where the density is a function of altitude

it is necessary to switch back and forth between matter traversed and time so that

decisions as to whether pions interact or decay can be made. The general procedure

for making such a decision on an event by event basis is to randomly sample a depth

of interaction and a depth of decay, and then choose whichever process occurs �rst.

This requires a model of the atmosphere so that the amount of matter traversed can

be converted to a time and vice versa. A simple parameterization of the atmospheric

density as a function of altitude, good to about 3%, is

�(h) =

8<
: (1:255� 10�3g=cm3) exp(�h=9 :192km); h < 10km

(1:944� 10�3g=cm3) exp(�h=6 :452km); h � 10km
(4.1)

where the column density is in units of g=cm2 and height is in units of km [48].

For heights less than zero, it is assumed that the medium is water with a density

of 1g=cm3. In such cases it is important to be aware that the conversions between

column density and distance can easily lead to a oating point overow. This must

be guarded against as it can crash the program. The relationship between the slant

depth (or the column density over the path of the shower) is related to the altitude

by

X(h) = sec �
Z
1

h
�(h)dh; (4.2)

where � is the zenith angle of the shower axis with respect to the vertical. This is

valid for small zenith angles, sec � � 0:5. Technically, the implication of this is that

the description of hadronic subshowers has not only an energy dependence but also

a dependence on zenith angle and starting depth. This is discussed in more detail

below.

When calculating decay processes it is necessary to account for time dilation which

depends on the energy of the unstable particle. The mean free times for decay in the

rest frame and lab frame, labelled � and �lab respectively, are related by

�lab =
Elab

mc2
�: (4.3)
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type mc2 c�

�� 139:56995� 0:00035MeV 7:804m
�0 134:9764� 0:0006MeV 25:1nm

Table 4.1: Summary of pion properties needed for the calculation of decay depths in
the atmosphere.

Adopting any order of magnitude density for the atmosphere and considering the

mean free times of decay for charged and neutral pions, see Table 4.1, it is evident

that most charged pions interact at energies above about a TeV and that neutral

pion interaction becomes important at energies above about 1019eV. An immediate

consequence of this is that the bulk of the total shower energy is ultimately channelled

into the electromagnetic cascade through the decay of neutral pions rather than in the

form of muons and neutrinos stemming from the decay of charged pions Still, while

muons do not carry the dominant portion of the total shower energy, their numbers

are still large. Even ground arrays which measure muon numbers only can be used

to measure the cosmic ray energy spectrum [13].

4.2 Basic methodology

As discussed in the context of pure electromagnetic cascades, the general pro-

cedure adopted here for simulation of air showers is to express a total shower as a

superposition of a set of subshowers each of which only makes a small contribution

to the track length integral. Unlike with pure electromagnetic cascading, hadronic

cascading does not scale with the energy of the primary. Even in the case where

hadronization is assumed to scale approximately, there is still the energy dependence

of cross sections. The assumption of scaling in the hadronization algorithm is only

an approximate way of expressing that the forward fragmentation region is not sig-

ni�cantly a�ected by a central region which gives high multiplicities but accounts for

only a small portion of the energy. Consequently, it is quite feasible to have approxi-

mate scaling in the distribution of secondaries (the hadronization phase), but scaling

violations as revealed in an energy dependence of total cross sections (the propagation
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phase). Inevitably, the description of hadronic subshowers is energy dependent and

thus developing appropriate parameterizations is a more involved task.

The basic methodology is the standard one used when developing parameteriza-

tions for the computation of longitudinal pro�les: begin at low energy and work up

to high energy making use of the lower energy parameterizations along the way [27].

Parameterizations are developed for a number of energies at a level suitable for inter-

polation. This bootstrap approach must simultaneously build up parameterizations

for all types of hadrons in the cascade.

Because of the way the hadronization algorithms of the previous chapter have

been formulated, it is useful to de�ne a pseudo-particle which represents a col-

lection of hadrons that can parameterized as a single unit. The term fragment

is used to refer to the collection of pions emerging from the iterative procedure

fragment �! fragment + pion. From the standpoint of subshower parameteriza-

tion, there is no reason not to view this collection of hadrons as a pseudo-particle.

In this way hadronization of a fragment can stop as soon as the remaining fragment

energy drops below a simulation threshold signifying a small contribution to the track

length integral. It is tempting to extend this idea to the collection of pions referred

to as a presplit , those objects yet to go through the presplitting phase into fragments.

Unfortunately, the average number of presplittings to be conducted is not in general

uniquely de�ned as a function of the presplit energy. Consequently all presplits must

be broken down into randomly sampled fragments before parameterization can be-

gin. This makes models which include scaling violations in pp interactions or nuclear

target e�ects more computationally intensive to bootstrap. There are three types of

parameterizations to be developed as a function of energy: nucleons, charged pions

and fragments (neutral pions induce pure electromagnetic cascades and have been

described using a modi�ed Greisen formula).

4.3 The Gaisser-Hillas pro�le function

A exible parameterization similar to that used for pure electromagnetic cascades

is required. An appropriate choice di�ers from the modi�ed Greisen form in that
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it gives a steeper rise to the depth at maximum, however evolution after the depth

of maximum is similar to that for pure electromagnetic cascades. A popular choice

based on simulations of proton showers is the Gaisser-Hillas pro�le function [49],

Ne(X) = Nmax

�
X �X0

Xmax �X0

�Xmax�X0

�

exp
�
Xmax �X

�

�
(4.4)

where Nmax and Xmax are the size and depth and maximum, X0 is the depth of the

�rst inelastic interaction, and � is a characteristic interaction length. In the �tting

of simulated pro�les and experimental signals, the four free parameters can not all

be �tted meaningfully. In the case of experiment, usually � is held �xed at 70g=cm2.

This value is derived from simulations of proton showers with a scaling hadronic

model. In general � is energy dependent, but when scaling violations are present it

is unclear what value for � is most appropriate. In any case, the �t is insensitive to

the choice since X0 is a free parameter which can not be measured experimentally.

This implies that a �tted X0 with � = 70:0g=cm2 does not correlate strongly with the

actual depth of �rst interaction. In the development of subshower parameterizations,

the starting depth, X0, is normalized to zero and depths are interpreted as relative

to the starting depth; � is left as a free parameter to be �tted.

It is advantageous to use a form which gives the average pro�le relative to the

depth of �rst interaction since this allows the starting depth of the subshower to be

sampled randomly. Nucleons and pions are propagated before they are parameter-

ized (fragments can not be meaningfully propagated since they represent collections

of pions). This is desirable because propagation is much less computationally inten-

sive to simulate than subshower parameterization. Also, starting depth uctuations

represent the dominant source of uctuations in a subshower. When constructing

an average pro�le, this means that individual subshowers should be normalized such

that X = 0 corresponds to the depth of �rst interaction before adding to the total.

Rather than �t Nmax directly, it is better to �rst scale the shower size down by a

factor of Edep=GeV where Edep is the average energy channelled into the electromag-

netic cascade. With this convention, all showers give a normalized size at maximum,

labelled below as Smax, which is of order one. Finally, since the deposited energy is

proportional to the track length integral, it is adopted as a fundamental parameter.
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Once the deposited energy, Edep, is �xed, � is then chosen for a �xed size and depth

at maximum to give the correct track length integral. The �nal �tting form is then,

Ne(X) = Smax(Edep=GeV)
�
X

Xrel

�Xrel

�

exp
�
Xrel � X

�

�
(4.5)

where the designation Xrel is a reminder that this is the depth at maximum relative

to the starting depth of the subshower and � is a function of (Smax; Xrel; Edep).

4.4 Starting depths and zenith angle

As mentioned above, due to the presence of particles which can decay, the average

pro�le for subshowers of a speci�c type and energy is also dependent on the starting

slant depth and zenith angle. This dependence is mild since at most energies, pions

of a particular type either almost always decay or else interact. Consequently, the

approach taken here is to adopt characteristic values for the starting depth and the

zenith angle.

For the starting depth it is best to pick a depth at which particles of the type which

initiate the subshower are most likely to be found. Keeping in mind that hadronic

showers evolve in a manner similar to pure electromagnetic cascades and recalling

the arguments that led to Equation 2.23, an approximate value for the starting slant

depth relative to the top of the atmosphere is

X0 � Xrad ln(E0=E) (4.6)

where E is the energy of the subshower and E0 � 3�1020eV is the primary energy of

most interest. If parameterizations are developed all the way to the highest energies,

a minimum starting depth can be taken to be Xrad.

Zenith angle is �xed at cos � = 0:5. Roughly, beyond this angle the above de-

scription of the atmosphere needs modi�cations to account for the curvature of the

Earth. Lesser angles are characterized by lesser solid angles, so this choice seems to

be a reasonable one. Zenith angle dependence is investigated below. Even if there

is any signi�cant model dependence here, it is not so important if interest is in the
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comparison of hadronic models relative to one another. Furthermore, the dependence

is insigni�cant in the simulation of uctuated showers since the early stages of the

shower are simulated directly without use of parameterization. The �nal shower is

a�ected more by the distribution of subshowers relative to one another rather than

in the precise form of the individual subshowers.

4.5 Some technical details

The hadronization algorithms described in the previous chapter are simplistic in

that they are unaware of particle masses: all splitting is done with a uniform deviate

between zero and one and no distinction is made between energy and momentum.

Rather than deal with the complications of insuring that particles are on mass shell,

all particles generated with energies less than about 400 MeV are ignored. The

choice for the cuto� is somewhat arbitrary; in this case it is roughly equal to a

typical transverse mass, m2
T = m2

� + p2x + p2y with the shower axis in the z-direction.

Alternatively, it is roughly the energy at which the parameterization for neutral pions

reaches maximum after one radiation length. The program keeps track of all energy

ignored in this manner along with the energy deposited into the electromagnetic

cascade and the energy lost in the form of muons and neutrinos. This crude procedure

is a valid one to the extent that the total fractional energy ignored at high energies is

negligible. Note that the energy ignored due to simulation error is a parameter which

is tracked at every energy for which parameterizations are developed. In this way the

ignored energy is calculated as that stemming from Monte Carlo simulation at the

energy under development plus that carried by parameterizations invoked during the

construction of the average pro�le. In this way, the total fractional energy ignored

at high energies is that which would be obtained if the Monte Carlo simulation were

conducted without the use of parameterizations.

Bootstrapping begins at the energy minimum and extends up to 1021eV over 100

energy values in uniform logarithmic intervals. With three particle types (nucleons,

pion and fragments) this amounts to 300 subshower parameterizations per model. The

longitudinal pro�le is recorded as an array of 50 uniformly spaced depths beginning



77

0

0.2

0.4

0.6

0.8

1

1e+10 1e+12 1e+14 1e+16 1e+18 1e+20

x 
=

 E
/E

0

lab energy (eV)

deposited
lost

ignored

Figure 4.1: The energy dependence of the fractional energy parameters for nucleon
induced subshowers in the baseline model of no scaling violations in pp interactions,
no nuclear target e�ects and default cross sections. The �gure shows the energy
deposited into the electromagnetic cascade, the energy lost in muons and neutrinos
and the energy ignored due to error in the simulation algorithm.

at the depth of �rst interaction and extending up to approximately three times the

depth at maximum at which point the shower has fallen to a negligible size. So that

the �tting algorithm is stable at low energies, the longitudinal pro�le is tracked up to

at least a depth of 400g=cm2. An average pro�le is constructed over 10,000 simulated

events where parameterizations are invoked whenever they are available. The quantity

Edep is directly determined by simulation and Smax and Xmax are determined as the

best pair coming from �ve independent random searches through the two-dimensional

parameter space (a gradient descent method is used). The �tting program searches

to maximize the area of overlap between the simulated and the �tted pro�le.
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4.6 The fractional energy parameters

Figure 4.1 shows the energy dependence of the fractional energy parameters for

subshowers initiated by nucleons. For all �gures appearing in the remainder of this

work, there are similar plots for pions and fragments which are not shown when they

do not o�er any di�erent insights. The nucleon parameterizations are of more interest

since they can also be viewed as representing total showers.

Since bootstrapping begins at the energy below which energy is ignored, the lowest

energy is comprised of ignored energy only. The ignored fractional energy quickly

drops to less than one percent at 1016eV. The target energy is above 1020eV; this

suggests that the energy below which particles can safely be ignored can be increased

roughly four orders of magnitude without compromising proton induced showers.

This corresponds to energies well above a TeV!

This con�rms that ignoring energy sampled at a value less than the adopted

minimum has no e�ect of signi�cance for the simulation of the highest energy showers.

Even for iron induced showers where the reference energy is 56 times lower than the

primary energy (the reference energy is the energy per nucleon), the ignored energy

is negligible.

It is interesting to note that �xed target experiments which directly probe the

fragmentation region are of little direct relevance since they are limited to projectiles

of energies of hundreds of GeV. They are only important because of what they imply

for higher energies. Thus it is easy to see why it is preferable to utilize a simple model

which roughly agrees with data and extrapolates with few if any arbitrary parameters

rather than a model which precisely �ts data with little motivation for extrapolation

to higher energies.

4.7 The depth at maximum and elongation rate

Figure 4.2 shows the energy dependence of the depth of maximum for nucleons and

nuclei. For nucleons the depth at maximum is taken to be the sum of �air and the �tted

value for Xrel. This quantity is nearly identical to the average depth at maximum
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Figure 4.2: The energy dependence of the depth at maximum for nucleon and nucleus
induced subshowers in the baseline model of no scaling violations in pp interactions,
no nuclear target e�ects and default cross sections. The upper solid line corresponds
to nucleons and the dotted lines correspond to nuclei with A = 2, 4, 8, 16, 32 and 64.
The lower solid line is for iron (A = 56).

over a set of uctuated showers. The experimental determination of the average depth

at maximum as a function of energy is characterized by systematic errors that have

been estimated at approximately �25g=cm2. This renders the distinction between

the depth at maximum of the average pro�le and the average depth at maximum

over the set of individual showers as insigni�cant in a study of air shower physics.

The curves for nuclei are created by scaling up the energy by a factor of the mass

number.

Notice that the systematic errors associated with the depth at maximum are

comparable with the di�erences between protons and iron. This makes an analysis of

the mass composition a diÆcult task even without the problem of model dependence.

Consequently, the analysis of the mass composition by the Fly'e Eye group relies

on the elongation rate, de�ned as dXmax=d log(E). This slope is insensitive to a



80

50

60

70

80

90

100

1e+12 1e+13 1e+14 1e+15 1e+16 1e+17 1e+18 1e+19 1e+20

d(
X

m
ax

)/
d(

lo
gE

) 
(g

/c
m

^2
)

lab energy (eV)

Figure 4.3: The energy dependence of the elongation rate for nucleon induced sub-
showers in the baseline model of no scaling violations in pp interactions, no nuclear
target e�ects and default cross sections.

systematic error over all showers.

Figure 4.3 shows the elongation rate for nucleons. In the region addressed by the

Fly'e Eye experiment (roughly 1017 � 1019eV), the elongation rate is approximately

the same for nucleons and all types of nuclei under the assumption of a constant

composition. The decrease in the elongation rate shown here is due only to the

decrease in interaction lengths and in a sense is an upper bound (slightly larger

elongation rates can result with cross sections that do not rise as quickly).

Regardless of the hadronic physics model, the elongation rate for a constant

composition at high energy can not exceed that for pure electromagnetic cascades

(Xrad ln 10 � 85g=cm2). A scaling model of hadronic interactions with constant cross

sections has the same elongation rate as for pure electromagnetic cascades since the

total shower is ultimately reduced to a superposition of pure electromagnetic cas-

cades. This is not entirely true: the energy of the shower must be such that virtually

all charged pions interact and all neutral pions decay. Otherwise there is information
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Figure 4.4: The energy dependence of the elongation rate for fragments in the baseline
model of no scaling violations in pp interactions, no nuclear target e�ects and default
cross sections.

about the primary energy in the relative rates of decay versus interaction. This could

then translate to changes in the elongation rate from that of pure scaling behavior.

In fact, this is what is seen at low energies in Figure 4.3, where the e�ects of charged

pion decay and in the errors associated with the simulation algorithm translate to

an elongation rate larger than 85g=cm2. This is also evident at the highest energies

where the elongation rate drops due to the interaction of neutral pions. This is clearly

the case in Figure 4.4 which shows the elongation rate for fragments where hadroniza-

tion yields higher energy neutral pions than in the case of nucleon primaries. The

elongation rate at moderate energies attens out at a higher value because there is

no propagation associated with the fragment; it is still less than that for pure electro-

magnetic cascades due to the energy dependent interaction lengths of the secondaries

derived from the fragment.

It is evident from even this baseline model that the elongation rate for a constant

composition is less than that for pure electromagnetic cascades. This is the case in
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any model with increasing cross sections and scaling in the forward fragmentation re-

gion. Adding scaling violations and nuclear target e�ects which increase multiplicities

and inelasticities only decrease the elongation rate further. Examining Figure 4.2, it

is evident that a composition which is dominated by heavy nuclei at energies around

1017eV and becomes increasingly dominated by a lighter composition as the energy

approaches 1019eV implies an elongation rate which is larger than any reasonable

model with a constant composition. The Fly's Eye group sees just this trend, mea-

suring an elongation rate in this regime of 79�3g=cm2. In a model independent way,

there is evidence for a transition to a lighter composition.

Given that it is very diÆcult to come up with any mechanism which can generate

the highest energy cosmic rays, it is likely that the composition consists of only a

single component. In this case the elongation rate is not a useful tool for assessing

composition though it could yield information about the nature of hadronic inter-

actions as is shown in the next chapter. This also means that it is important to

understand systematic errors as clearly as possible in the hopes that the measured

average depth at maximum can yield information about composition. This is per-

haps the most compelling reason why the Auger detector [1], for which the southern

hemisphere detector is presently under construction, was chosen to be a hybrid de-

tector. For the subset of events which are detected by the ground array and the air

uorescence detectors, there is the promise of understanding systematics at a higher

level than previously possible. Redundant information can be used to cross check the

detection methods.

4.8 Bootstrapping errors

This chapter closes with an investigation of some errors associated with the boot-

strapping of parameterizations. Two sources of error are addressed: propagation of

random error and dependence on the zenith angle of the shower axis. Both are seen

to be negligible, and so the bootstrapping method as outlined here can be used with

con�dence.
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at 3 � 1020eV in the baseline model of no scaling violations in pp interactions, no
nuclear target e�ects and default cross sections.

4.8.1 Random error

The random wandering of the elongation rates plotted above raises the question as

to whether the random error associated with the bootstrapping method is signi�cant

since any error incurred at one energy during bootstrapping is propagated through all

higher energies. Figure 4.5 shows the depth at maximum and the fractional deposited

energy for nucleons at 3 � 1020eV over ten independent runs (each beginning with

a di�erent seed to the random number generator). Since this model produces lower

multiplicities due to the absence of scaling violations in pp interactions and nuclear

target e�ects, the spread in values represents an upper bound for the current choice

of cross sections. It is clear that the method gives the depth at maximum to within

1g=cm2 and the fractional deposited energy to within 0:1%; both are negligible errors.
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Figure 4.6: The energy dependence of the fractional energy lost in muons and neu-
trinos for nucleons in the baseline model of no scaling violations in pp interactions,
no nuclear target e�ects and default cross sections. Starting from the topmost line,
sec � =0.5, 0.4, 0.3, 0.2, 0.1 and 0.

4.8.2 Zenith angle

The dependence on zenith angle is shown most dramatically in the energy depen-

dence of the fractional energy lost in the form of muons and neutrinos, see Figure 4.6.

Showers at large zenith angle channel a greater fraction of their energy into muons

and neutrinos since they develop in the less dense upper atmosphere. However, this

is not evident at the highest energies where the energies conducive to charged pion

decay are many orders of magnitude away from the primary energy. The e�ects are

inconsequential at air uorescence energies (the threshold for the Fly's Eye detector

is around 1017eV). This is seen in Figure 4.7 which shows the zenith angle depen-

dence on the depth at maximum distribution. As one might expect, only a slight

dependence is observed at energies in the range from a TeV to about 100 TeV.
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Figure 4.7: The energy dependence of the depth at maximum for nucleons in the
baseline model of no scaling violations in pp interactions, no nuclear target e�ects
and default cross sections. Depicted are six bootstrapping runs each conducted at a
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Chapter 5

Model Dependence: results and

implications

Since scaling violations in pp interactions and nuclear target e�ects have been

modeled in limiting scenarios, the understanding of these hadronization models allows

a clear bracketing of the properties of air showers at the highest energies. This

understanding has implications for the degree to which a mass composition can be

measured along with gross properties of hadronic interactions at the highest energies.

This also makes clear what constitutes a signal for new physics.

Bootstrapping results for four hadronization models using default cross sections

are presented and discussed. This is done by comparison with the baseline model of

the previous chapter. Following this discussion is a consideration of the dependence

on the extrapolation of the underlying cross sections for each of the four models. After

a brief discussion of implications for measurement of a mass composition, attention is

turned to the simulation of individual showers and an approximate treatment of the

LPM e�ect. The chapter concludes with a consideration of signals for new physics in

general terms and with respect to one speci�c possibility.
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5.1 Comparing hadronization models

With limiting scenarios for hadronization on nucleon and for air targets, there are

four possible hadronization models for a �xed set of cross sections. The baseline model

is a scaling model of hadronization where scaling violations in pp interactions and

nuclear target e�ects are negligible for the forward fragmentation region. The other

three possible models imply showers which develop more rapidly than the baseline

model. The two quantities which are explored here are the depth at maximum and

the elongation rate. Figures 5.6, 5.7 and 5.8 show the results of bootstrapping for

each of the three models in comparison with the baseline model.

The turning on of nuclear target e�ects makes an immediate di�erence at all en-

ergies in the depth at maximum and causes a mild drop in the elongation rate. In

contrast, the turning on of scaling violation in pp interactions leaves the lowest ener-

gies una�ected but causes a more drastic drop in the elongation rate. At the highest

energies, the impacts of nuclear target e�ects and scaling violations are comparable.

When both e�ects are turned on, as one might expect, there is an immediate drop in

the depth at maximum due to the turn on of nuclear target e�ects and a drastic drop

in the elongation rate due to scaling violations in pp interactions. When extrapolated

to the highest energies, it is diÆcult to distinguish between nucleons with all e�ects

turned on and iron in the scaling model. In all cases, the elongation rate for nucleons

is signi�cantly smaller than that measured by the Fly's Eye group (79� 3g=cm2) in-

dicating a transition from a composition dominated by heavy nuclei at around 1017eV

to a signi�cantly lighter composition at 1019eV.

5.2 Comparing extrapolations of cross sections

Model dependence associated with cross sections is treated by investigating dif-

ferent extrapolations of the underlying pp inelastic cross section while maintaining

the relationship of this cross section to all other relevant cross sections as outlined in

Section 3.1. It is perhaps important to state that the debate concerning the rather un-

certain connection between the inelastic cross sections for hadrons on air to the total
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Figure 5.1: The energy dependence of the inelastic pp cross section over the set of
models investigated. The dotted line shows the default.

cross section for hadrons on a nucleon target is of little concern here. The connection

between the inelastic cross sections on air and on nucleon targets is only mildly model

dependent [30]. The �rst order of business is to determine an appropriate range over

which to test di�erent extrapolations.

5.2.1 Constraining the p-air inelastic cross section

The inelastic p-air cross section is constrained roughly from the Akeno ground

array experiment and from the Fly's Eye air uorescence experiment. Though the

techniques of these experiments are quite di�erent, both rely on an investigation of the

attenuation length associated with the most deeply penetrating showers. It is assumed

that for a �xed energy the most deeply penetrating showers are mostly induced by

protons. The attenuation length characterizes the exponential tail of the depth at

maximum distribution. It is proportional to the interaction length for protons on air

though the proportionality constant is dependent on assumptions about hadronization
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and on the level of contamination by helium and heavier nuclei. Consequently an

analysis of the tail of the Xmax distribution for Fly's Eye stereo data only weakly

constrains the inelastic p-air cross section to lie somewhere in the range 530� 100mb

at
p
s � 30TeV [23]. Using Equation 3.5, this translates to a range of 70 � 160mb

for the underlying pp inelastic cross section . This range is bootstrapped in 10mb

intervals for a total of 10 extrapolations for each hadronization model. Figures 5.1 and

5.9 show the energy dependence of cross sections and interaction lengths for nucleon

projectiles.

5.2.2 Bootstrapping results

Figures 5.10 and 5.11 show the results for bootstrapping the set of cross section

extrapolations for each of the hadronization models. Note that the di�erence in the

interaction length between the two extremes at the highest energies is about 20g=cm2

whereas the spread in the values of Xmax is about 100g=cm2. While the spread is

larger by a factor of �ve, the relative spacing between successive models is roughly

the same. This suggests that the development of the longitudinal pro�le is sensitive

to the development features of the hadronic core over at least �ve generations of

interactions.

The uncertainties associated with hadronization and with cross sections are com-

parable to each other and also to the relative di�erence between protons and nuclei.

With regard to the Fly's Eye measurement of the mass composition, given the large

systematic errors associated with the experiment, it is not possible to rule out any

of these models based on the depth at maximum at low energies for a heavy nucleus

dominated composition. The scaling model with the lowest cross sections represents

the lower limit for consistency with a composition of pure iron at around 1017eV.

The overall picture is that experimental results can be interpreted consistently with

a large range of models and compositions [27, 44]. This explains the reliance on the

elongation rate to make the mild but model independent assertion of evidence for a

transition from a heavy to light composition in the range 1017 � 1019eV
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5.3 Nuclear target e�ects revisited

The bootstrapping results indicate that the manner of modeling nuclear target

e�ects have signi�cant e�ects on shower development. Since these e�ects are evi-

dent even at low energies, the question is raised as to whether either of the limiting

scenarios can be adopted with con�dence. Evidence from �xed target experiments

addressing p-nucleus collisions at beam energies of 100 GeV (for C, Al, Cu, Ag and

Pb) and 120 GeV (for Be, Cu, Ag, W and U) suggest that the limiting scenario where

nuclear target e�ects are maximized gives a reliable description.

The analysis of Frichter, Gaisser and Stanev [50] focuses on the inelasticity char-

acterizing results in terms of the partial inelasticity coeÆcient de�ned by the relation

< E >�= (1� I�)� < E >��1 : (5.1)

This relates the average energy of the leading nucleon to the number of wounded

nucleons from the target. It is assumed that I1 is �xed by pp interactions, leaving

I�>1 as free parameters to be �tted.

The limitations of the data allow reasonable �ts to be obtained if all I�>1 are taken

to be the same. Two limiting models of treating the isospin of the leading nucleon in

the context of the wounded nucleon picture were analyzed: the �rst assumes that the

isospin of the nucleon is determined in the interaction with only one wounded nucleon,

the other considers a naive treatment where each wounded nucleon can change the

isospin of the leading nucleon with equal probability. The data are �tted with values

of I�>1 = 0.18 and 0.14 respectively for the two models, though 0.18 gives a better

overall �t.

While the modeling of nuclear target e�ects developed in the present paper is

di�erent than the basic picture of the above analysis, Figure 3.10 indicates that

the trends are similar. Characteristic values for the fractional energy carried away

by presplits, see Equation 3.31, lie within the range implied by the analysis. For

purposes of illustration, the analysis of Frichter, Gaisser and Stanev calculates the

corresponding inelasticities for p-air interactions at low energy assuming the canonical

value of 0.5 for the underlying pp inelasticity even though their �t to pp data implies a
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larger value. This gives Kinel = 0.63 and 0.56 for the models corresponding to I�>1 =

0.18 and 0.14 respectively. The inelasticity in p-air interactions can be calculated

using the model of the present work also assuming the canonical value of 0.5 for the

pp inelasticity, and it is found to be 0.63, the same as with the model which gives the

better overall �t to the p-nucleus data. This suggests the model developed in this work

is a reasonable one. Since the spread between the limiting scenarios is comparable to

that between the spread in the limiting models of scaling violations in pp interactions,

adopting the model of nuclear target e�ects while retaining the uncertainty associated

with pp interactions should reasonably bracket the hadronization uncertainties.

Figure 5.12 shows the resulting limiting models for the depth at maximum and

the elongation rate. The solid line lower bound turns on scaling violations in pp

interactions and adopts the largest rise in cross sections consistent with air shower

data. The middle line also turns on scaling violations in pp interactions but adopts

the default cross sections. The default cross sections represent the best (ln s)2 �t

to the data and also approximately represents the upper bound over the range of

extrapolations which have been calculated using theoretical models. The physics

which approximately gives this rise is based on an underlying theory of parton-parton

scattering [36]. The upper solid line turns o� scaling violations in pp interactions and

uses the smallest cross sections consistent with air shower data. This choice for the

cross sections is close to the lower bound over models currently in use [51].

5.4 Searching for new physics

Showers which penetrate a signi�cant amount deeper than is implied by Fig-

ure 5.12 constitute a clear signal of new physics and/or exotic sources. For example,

Domokos and Kovesi-Domokos [17] discuss a possible model of grand uni�cation in

which neutrinos acquire a strong interaction near the highest air shower energies. This

uni�cation could occur possibly around
p
s � 30TeV or even lower and be consistent

with precision accelerator measurements. In such a scenario, the neutrino inelastic

cross section rises exponentially as a function of energy and then attens out and

presumably rises in a similar fashion to typical hadronic cross sections. The turn o�
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of the exponential rise is needed so that unitarity bounds are respected.

While the cross section is probably of the order of typical hadronic cross sections,

since the neutrino is not a composite particle like hadrons it is diÆcult to say any-

thing more than this. Given the uncertainties, a simple model that characterizes

this exponential turn on of new physics is to treat the neutrino cross section using

a step function leaving the turn on energy and the cross section as free parameters.

Such a scenario is attractive since it avoids the problems associated with propagation

through the cosmic microwave background radiation: because the neutrino is mass-

less, the center of mass energy which allows for pion production is higher than that

for protons. The hadronization in a �-air interaction probably looks something like

that in hadron-hadron interactions. Since the neutrino is not composite, it is likely

that nuclear target e�ects are negligible (these e�ects are typically associated with

the composite structure of the projectile). A scenario where the neutrino cross sec-

tion is somewhat less than the nucleon cross section could easily produce longitudinal

pro�les which penetrate signi�cantly deeper.

5.4.1 Muons in proton showers

It is impossible to say anything de�nite about hadronization at GUT energies.

It is likely that all types of particles including muons are produced in comparable

numbers. This suggests there may be an observable increase in the number of high

energy muons due to their prompt production at high energies.

Since interest is only in general trends, the bootstrapping algorithms have been

modi�ed to track muon numbers above a number of thresholds starting at a GeV and

going up to a PeV by factors of ten. While the treatment here is not suited to the needs

of ground arrays, it can still be useful in the relative comparison of hadronic models

and in the search for possible unique signatures of anomalous showers. Ground arrays

in a rough way can discriminate between thresholds at around a GeV and about 10

GeV by exploiting timing information related to the curvature of the shower front.

Deep underground, underwater and under-ice detectors can use the medium above

as a �lter pushing the muon threshold up to as high as a TeV. While the highest



93

0.1

1

10

100

1000

10000

100000

1e+06

1e+07

1e+08

1e+12 1e+13 1e+14 1e+15 1e+16 1e+17 1e+18 1e+19 1e+20

N
m

u(
E

 >
 E

th
r)

lab energy (eV)

Figure 5.2: The energy dependence of the number of muons for thresholds of 10 GeV
and 1 TeV evaluated for the bracketing models. Notice that the muon number is not
strongly sensitive to the choice of cross sections

thresholds tracked are of no relevance experimentally, they are not a bottleneck on

computation time and they can serve as useful checks for the program and for the

modeled physics. Figure 5.2 shows the muon numbers for thresholds of 10 GeV

and 1 TeV over the bracketing models from Figure 5.12. The result for nuclei can

be obtained by scaling the energy down by a factor of the mass number and then

multiplying the muon numbers at that energy be the mass number.

5.4.2 Prompt muons in anomalous showers

An order of magnitude estimate of the number of prompt muons can be calculated

by counting the total number of particles produced in interactions which take place

above the GUT energy for a given primary energy. The hadronization algorithm can

be any algorithm of hadronic interactions, ultimately the hadronization of all particles

above the GUT energy reduces to a set of fragments all with energies less than the
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Figure 5.3: The total number of particles above a speci�ed threshold generated in
anomalous interactions above the uni�cation energy as a function of the uni�cation
energy.

GUT energy. The resulting multiplicities are comparable regardless of how they are

generated. The number of prompt muons is some fraction of this total number. The

total number of muons is the sum of prompt muons plus a number of the order of but

less than that for nucleon induced showers. The threshold needed for a clear signal is

that for which the number of particles generated in above GUT energy interactions

is comparable to the number of muons in nucleon induced showers. Prompt muons

are closer to the shower axis and so the number need not be signi�cantly larger only

comparable so that in the region close to the shower axis the increased density is

potentially discernible. An assessment of this requires a simulation of the lateral

spread in the shower. The treatment here serves as a preliminary investigation to

determine if more detailed simulations are warranted.

Figure 5.3 shows the average number of particles generated in GUT scale inter-

actions for primary neutrinos of energy 3� 1020eV as a function of the approximate

turn-on GUT energy. The original Hillas splitting algorithm was used to conduct all
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interactions for particles with energies above the GUT energy. The total multiplicity

is that resulting from the sum over all these interactions. Muon thresholds of 10 GeV

and 1 TeV were simulated. These results indicate that there is no experimental signal

at 10 GeV and possibly a marginal signal at 1 TeV for a low GUT threshold and good

resolution of the shower near its axis where a jump in the density of muons might be

discernible. It seems that the longitudinal pro�le o�ers the best chance of observing

an anomalous signal.

5.5 The LPM e�ect

So far the discussion has focused on bootstrapping results developed under the

assumption of the standard Bethe-Heitler description of electromagnetic processes.

However for media of high density or for particles of very high energy, the cross sec-

tions for bremsstrahlung and pair creation are reduced because of multiple scattering

(the Landau-Pomeranchuk-Migdal or LPM e�ect) [52, 53]. For photons and electrons

in air with energies greater than about 1017eV, the suppression is appreciable. For

hadronic showers with total energy less than about 1020eV, this e�ect is not signif-

icant since the highest energy electrons and photons in the cascade typically have

energies much less than the primary energy. For heavy nuclei, characteristic energies

for electrons and photons are even lower since the reference energy is the energy per

nucleon. Even for protons at the highest energy the e�ect is not as signi�cant as

one might expect since neutral pions above about 1019eV often interact inelastically

rather than decay.

In keeping with the approximations made thus far, a simple model is considered

which varies in a reasonable way with energy, atmospheric density and particle type.

The features which have been modeled are taken from the discussion by Klein [54]

which focuses on implications for air showers. The most important consequence of

the LPM e�ect for air showers is an increase of the radiation length associated with

electromagnetic processes. For an isothermal model of the atmosphere

Xrad � (37:1g=cm2)

s
E

ELPM
(5.2)
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Figure 5.4: The average pro�le over 1000 showers for protons at 1020eV. The start-
ing depth and development phase are averaged separately so the resulting shape is
more characteristic of individual showers. The hadronization model uses default cross
sections with scaling violations in pp interactions and nuclear target e�ects turned
on.

where

ELPM � (117PeV)
Xv

1030g=cm2
; (5.3)

and Xv is the vertical depth in the atmosphere. For particle energies less than the

ELPM suppression is negligible and the standard value of 37:1g=cm2 for the radiation

length in air can be used. Equation 5.3 is applicable when the suppression e�ects are

small. In the limit of large suppression, there appears an additional term in the cross

sections due to a non-Gaussian tail associated with large angle scatters resulting in

the form,

Xrad � (37:1g=cm2)

q
E=ELPMq

log(E=ELPM)
: (5.4)

This form is adopted when log(E=ELPM) > 1 so that the transition between the two

forms is continuous.
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Figure 5.5: The depth at maximum distribution for protons and iron at 1020eV over
1000 showers in each set. Iron is not sensitive to the LPM e�ect so only one histogram
is shown in this case. The hadronization model uses default cross sections with scaling
violations in pp interactions and nuclear target e�ects turned on.

In the context of a Monte Carlo algorithm even the implementation of a varying

radiation length is diÆcult to handle since as a particle propagates, the radiation

length increases. Evaluating the radiation length at the depth of the particle's creation

underestimates the inuence of the LPM e�ect on shower development. Instead, a

characteristic radiation length is chosen which satis�es the relationship,

� = Xrad(E;Xv + �� cos �)� f (5.5)

where f is the ratio of the mean free path to the radiation length in the absence of

the LPM e�ect (about 1.29 for photons and approximately 0.31 for electrons in the

e�ective splitting model). In other words, the radiation length adopted is that evalu-

ated at the depth after which the particle has propagated approximately � mean free

paths, where � is a free parameter of the model (taken to be 1 below). Equation 5.5

can be solved numerically using a simple iterative procedure. A slightly longer char-

acteristic radiation length is obtained for photons than for electrons since they stand
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a higher probability of penetrating deeper into the atmosphere where suppression is

larger. Similarly, the characteristic radiation length grows as the zenith angle ap-

proaches the vertical. The iterative procedure is conducted until the characteristic

radiation length is determined to within 0:1g=cm2.

In cases where propagation goes deeper than sea level, the characteristic radiation

length at sea level is assumed as opposed to water. Consequently, a lower bound

on the LPM energy can be set, that for air at sea level (117 PeV). When the LPM

e�ect is turned on in the shower code, this energy is used as the largest possible

threshold even if a higher threshold is requested. This is because parameterizations

are developed under the assumption of Bethe-Heitler physics and so they can not be

invoked at energies were the LPM e�ect is potentially signi�cant.

In relation to proton initiated showers, the LPM e�ect has been implemented

in detail by Kalmykov, Ostapchenko and Pavlov [55]. For vertical proton showers at

1020eV they �nd a reduction in the size at maximum by about 5%. While this is small

with respect to an individual shower, this systematic e�ect can become important in

the analysis of a set of events. Figure 5.4 shows the average pro�le generated with the

above simpli�ed model. Similarly, the simpli�ed model reduces the size at maximum

by about 5%. Figure 5.5 shows the depth at maximum distribution for the 1000

showers in each set used to construct the average pro�le. Also shown is a distribution

for iron primaries at the same total energy (the same distribution for iron primaries

at this energy results whether the LPM e�ect is turned on or o�). While the LPM

e�ect results in a wider distribution owing to the deeply penetrating tail, the e�ect

is not so drastic relative to the di�erences between protons and iron.

5.6 Fluctuations and primary type

There are a few other features worth noting with respect to Figure 5.5. Comparing

the distribution for iron with that obtained by averaging the depths of �rst interaction

of the primary nucleons, the analog of Figure 3.14 conducted at 1020eV, it is evident

that the width and shape of the distribution is insensitive to the hadronization model

for nucleons and pions. In other words, uctuations in shower development are due to
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how the nucleus breaks up in the atmosphere but not to the subsequent hadronization.

Also, allowing for model dependence it is evident that distinguishing between

even the two extremes of iron and protons is impossible on an event by event basis

except at the extremes of uncharacteristically shallow or deep development. Using

the elongation rate to shift the distributions up to 3 � 1020eV, it is clear that the

highest energy event observed so far by the Fly's Eye group is a completely normal

looking event (apart from the enormous energy). It is consistent with either a nucleus

or a proton. Over sets of events, the uctuations in shower development can be

an important tool in analyzing the composition, particularly in the case of a single

component composition since in such a case the elongation rate is not helpful.

5.7 Summary

The features of shower development at the highest energies have been constrained

under assumptions about composition (protons or nuclei) and the extrapolation of the

hadronic physics (smooth evolution consistent with general expectations connected to

the structure of hadrons). Electromagnetic cascading was implemented in a manner

which yields consistency between Monte Carlo simulation and parameterization. Also

included was a treatment of nuclear projectile breakup which includes correlations in

the depths of �rst interaction of the primary nucleons and a rough model of the LPM

e�ect. The result is an air shower generator which reliably models uctuations in

shower development and can be easily adapted to describe various extrapolations of

the hadronic physics either through the use of one of the many models investigated

here or in the bootstrapping of new models.

In conjunction with a detector Monte Carlo, this generator is a powerful tool which

aids in the development of an optimal detector design and helps uncover the potential

for the next generation air uorescence detectors to understand the composition and

physics associated with the cosmic rays of the highest energy. This generator is

currently being used by the OWL group. OWL is a proposed detector which will

attempt to obtain a large statistics observation of the highest energy cosmic rays

through a pair of orbiting air uorescence detectors looking down into the atmosphere
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from a height of about 500 km.

This generator can also be useful to theoreticians who are searching for models

which can explain the events observed so far and predict features which may be

revealed in future observations. A preliminary investigation of one such theory with

respect to its implications for shower development was investigated above. The large

uncertainties associated with hadronic physics at the highest energies require very

long length scales to be associated with new physics or exotic sources to clearly

discriminate from the traditional compositions of protons and nuclei.

All in all, the uncertainties associated with the physics investigated above in con-

junction with the systematic and random uncertainties associated with experiment

will make the extraction of a mass composition or the features of hadronic interactions

at the highest energies a formidable task. Most likely, analysis will be done in a way

which constrains the possible pairings of composition and interaction physics. Fortu-

nately, the measurement of the energy spectrum is a much less tenuous undertaking

and the shape of the measured energy spectrum will likely contain information about

the kinds of mechanisms responsible for the existence of these highest energy cosmic

rays observed at the Earth. Once a high statistics observation is obtained, a global

analysis which takes into account the measured energy spectrum, constraints from a

study of composition and interaction features, and also theoretical models which ex-

plain acceleration to the highest energies and propagation to the Earth will hopefully

yield a consistent picture. Even at the modest level of observations obtained so far,

such a consistent picture is elusive.
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Figure 5.6: Using default cross sections, the energy dependence of the depth at max-
imum and the elongation rate for nucleons with only nuclear target e�ects turned
on. The dashed lines in the depth of maximum plot are for iron. The results are
compared with the baseline model, the upper line of each pair.
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Figure 5.7: Using default cross sections, the energy dependence of the depth at max-
imum and the elongation rate for nucleons with only scaling violations in pp interac-
tions turned on. The dashed lines in the depth of maximum plot are for iron. The
results are compared with the baseline model (the upper line of each pair).
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Figure 5.8: Using default cross sections, the energy dependence of the depth at max-
imum and the elongation rate for nucleons with scaling violations in pp interactions
and nuclear target e�ects turned on. The dashed lines in the depth of maximum plot
are for iron. The results are compared with the baseline model, the upper line of each
pair.
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Figure 5.9: The energy dependence of the inelastic cross section (top) and the inter-
action length (bottom) for nucleons on air over the set of models investigated. The
dotted line shows the result for default cross sections.
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Figure 5.10: The energy dependence of the depth at maximum for the scaling model of
hadronization (top graph) and with scaling violations in pp interactions and nuclear
target e�ects turned on (bottom graph) over the set of models investigated. The
dotted line shows the result for the default cross sections.
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Figure 5.11: The energy dependence of the depth at maximum distribution with
only nuclear target e�ects turned (top graph) and with only scaling violations in
pp interactions turned on (bottom graph) over the set of models investigated. The
dotted line shows the result for the default cross sections.
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Figure 5.12: Bracketing the uncertainties in air shower development assuming proton
primaries, energy dependence of the depth at maximum and the elongation rate. The
dashed line is a lower bound from theory, the lower solid line is the lower bound
constraint from air shower data.
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